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ABSTRACT 

In the 30 years since lithography modeling was first introduced, optical lithography simulation has 
progressed from a curiosity, to a research and development tool, and finally to a manufacturing 
tool.  While much has been published on new developments in lithography simulators and their 
use in advanced lithography development, less is published on how simulators have been used and 
are soon to be used in semiconductor manufacturing flows.  This review paper will describe the 
most popular and useful examples today for lithography simulators in a manufacturing 
environment.   
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1. INTRODUCTION 
 
 In the 30 years since optical lithography modeling was first introduced to the semiconductor 
industry, it has gone from a research curiosity to an indispensable tool for research, development and 
manufacturing.  There are numerous examples of how modeling has had a dramatic impact on the evolution 
of lithography technology, and many more ways in which it has subtly, but undeniably, influenced the daily 
routines of lithography professionals.  There are four major uses for lithography simulation:  1) as a research 
tool, performing experiments that would be difficult or impossible to do any other way, 2) as a development 
tool, quickly evaluating options, optimizing processes, or saving time and money by reducing the number of 
experiments in the fab, 3) as a manufacturing tool, for troubleshooting process problems and determining 
optimum process settings, and 4) as a learning tool, to help provide a fundamental understanding of all 
aspects of the lithography process.  These four applications of lithography simulation are not distinct – there 
is much overlap among these basic categories.   
 

A. Research Tool 
 
 Since the initial introduction of lithography simulation in 1975, modeling has had a major impact on 
research efforts in lithography.  Here are some early examples of how modeling has been used in research. 
 
 Modeling was used to suggest the use of dyed photoresist in the reduction of standing waves [1].  
Experimental investigation into dyed resists didn’t begin until 10 years later [2,3]. After phase-shifting 
masks were first introduced [4], modeling has proven to be indispensable in their study.  Levenson used 
modeling extensively to understand the effects of phase masks [5].  One of the earliest studies of phase-
shifting masks used modeling to calculate images for Levenson’s original alternating phase mask, then 
showed how phase masks increased defect printability [6].  The same study used modeling to introduce the 
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concept of the outrigger (or assist slot) phase mask.  Since these early studies, modeling results have been 
presented in nearly every paper published on phase-shifting masks. Off-axis illumination was first 
introduced as a technique for improving resolution and depth of focus based on modeling studies [7].  Since 
then, this technique has received widespread attention and has been the focus of many more simulation and 
experimental efforts.  Using modeling, the advantages of having a variable numerical aperture, variable 
partial coherence stepper were discussed [7,8].  Since then, all major stepper vendors have offered variable 
NA, variable coherence systems.  Modeling remains a critical tool for optimizing the settings of these 
flexible new machines. The use of pupil filters to enhance some aspects of lithographic performance have, to 
date, only been studied theoretically using lithographic models [9].  If such studies prove the usefulness of 
pupil filters, experimental investigations may also be conducted. 
 
 Modeling has been used in photoresist studies to understand the depth of focus loss when printing 
contacts in negative resists [10], the reason for artificially high values of resist contrast when surface 
inhibition is present [11], the potential for exposure optimization to maximize process latitude [12,13], and 
the role of diffusion in chemically amplified resists [14].  Lithographic models are now standard tools for 
photoresist design and evaluation.  Modeling has always been used as a tool for quantifying optical 
proximity effects and for defining algorithms for geometry dependent mask biasing [15,16].  Most people 
would consider modeling to be a required element of any optical proximity correction scheme.  Defect 
printability has always been a difficult problem to understand.  The printability of a defect depends 
considerably on the imaging system and resist used, as well as the position of the defect relative to other 
patterns on the mask and the size and transmission properties of the defect.  Modeling has proven itself a 
valuable and accurate tool for predicting the printability of defects [17,18].  Modeling has also been used to 
understand metrology of lithographic structures [19-22] and continues to find new application in virtually 
every aspect of lithographic research.  In fact, modeling has proven an indispensable tool for predicting 
future lithographic performance and evaluating the theoretical capabilities and limitations of extensions for 
optical lithography far into the future. 
 
 One of the primary reasons that lithography modeling has become such a standard tool for research 
activities is the ability to simulate such a wide range of lithographic conditions.  While laboratory 
experiments are limited to the equipment and materials on hand (a particular wavelength and numerical 
aperture of the stepper, a given photoresist), simulation gives an almost infinite array of possible conditions.  
From high numerical apertures to low wavelengths, hypothetical resists to arbitrary mask structures, 
simulation offers the ability to run “experiments” on steppers that you do not own with photoresists that 
have yet to be made.  How else can one explore the shadowy boundary between the possible and the 
impossible? 
 

B. Process Development Tool 
 
 Lithography modeling has also proven to be an invaluable tool for the development of new 
lithographic processes or equipment.  Some of the more common uses include the optimization of dye 
loadings in photoresist [23,24], simulation of substrate reflectivity [25,26], the applicability and 
optimization of top and bottom antireflection coatings [27,28], and simulation of the effect of bandwidth on 
swing curve amplitude [29,30].  In addition, simulation has been used to help understand the use of thick 
resists for thin film head manufacture [31] as well as other non-semiconductor applications.  Modeling is 
used extensively by makers of photoresist to evaluate new formulations [32,33] and to determine adequate 
measures of photoresist performance for quality control purposes [34].  Resist users often employ modeling 
as an aid for new resist evaluations.  On the exposure tool side, modeling has become an indispensable part 
of the optimization of the numerical aperture and partial coherence of a stepper [35-37] and in the 
understanding of the print bias between dense and isolated lines [38].  The use of optical proximity 
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correction software requires rules on how to perform the corrections, which are often generated with the 
help of lithography simulation [39].   
 
 As a development tool, lithography simulation excels due to its speed and cost-effectiveness.  
Process development usually involves running numerous experiments to determine optimum process 
conditions, shake out possible problems, determine sensitivity to variables, and write specification limits on 
the inputs and outputs of the process.  These activities tend to be both time consuming and costly.  Modeling 
offers a way to supplement laboratory experiments with simulation experiments to speed up this process and 
reduce costs.  Considering that a single experimental run in a wafer fabrication facility can take from hours 
to days, the speed advantage of simulation is considerable.  This allows a greater number of simulations than 
would be practical (or even possible) in the fab. 
 

C. Manufacturing Tool 
 
 Although you will find less published material on the use of lithography simulation in 
manufacturing environments [40-42], the reason is the limited publications by people in manufacturing 
rather than the limited use of lithography modeling.  The use of simulation in a manufacturing environment 
has three primary goals:  to reduce the number of test or experimental wafers which must be run through the 
production line, to troubleshoot problems in the fab, and to aid in decision making by providing facts to 
support engineering judgment and intuition.  Running test wafers through a manufacturing line is costly not 
so much due to the cost of the test, but due to the opportunity cost of not running product [43].  If simulation 
can reduce the time a manufacturing line is not running product even slightly, the return on investment can 
be significant.  Simulation can also aid in the time required to bring a new process on-line and in the 
establishment of the base-line capability of a new process.  Although not a complete list, the most common 
use cases for lithography simulation in a manufacturing environment are: 
 

•  Film Stack Optimization 
•  Process Window Prediction 
•  NA/σ optimization 
•  OPC Verification 
•  CD Limited Yield, Cpk Analysis 
•  Troubleshooting/Root Cause Analysis 

 
These use cases will be explored in more detail in subsequent sections of this paper. 
 

D. Learning Tool 
 
 Although the research, development and manufacturing applications of lithography simulation 
presented above give ample benefits of modeling based on time, cost and capability, the underlying power 
of simulation is its ability to act as a learning tool.  Proper application of modeling allows the user to learn 
efficiently and effectively.  There are many reasons why this is true.  First, the speed of simulation versus 
experimentation makes feedback much more timely.  Since learning is a cycle (an idea, an experiment, a 
measurement, then comparison back to the original idea), faster feedback allows for more cycles of learning.  
Since simulation is very inexpensive, there are fewer inhibitions and more opportunities to explore ideas.  
And, as the research application has shown us, there are fewer physical constraints on what “experiments” 
can be performed.  All of these factors allows the use of modeling to gain an understanding of lithography.  
Whether learning fundamental concepts or exploring subtle nuances, the value of improved knowledge can 
not be overstated.  In the sections that follow, the use of lithography simulation in manufacturing will be 
explored in much greater detail. 
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2. THE USE OF LITHOGRAPHY SIMULATION IN MANUFACTURING 
 

A. Film Stack Optimization 
 
 Film stack optimization is the most frequent use of lithography simulation in a manufacturing 
environment for a number of reasons.  First, film stacks frequently change in the fab and, other than the 
bottom antireflection coating (BARC) and resist, this film stack is not controlled by the photolithography 
group.  Thus, the lithography group must respond to these film stack changes with adjustments to the 
lithography process.  From a lithography standpoint, the most important film stack property is the 
reflectivity of the substrate.  Unfortunately, there is no way to measure the reflectivity of the substrate when 
coated with resist (substrate reflectivity in air has no meaning for this application).  Thus, all BARC 
optimization efforts require the use of simulation.  In turn, this simulation requires accurate measurement of 
BARC optical parameters (thickness, n, & k). 
 
 The goals of film stack optimization are to minimize standing waves in the resist, and to reduce the 
sensitivity of the process to film stack variations (including resist and BARC, but other layers as well).  By 
far the most common way to accomplish all of these goals is by using an optimized bottom antireflection 
coating.  When optimizing a litho process for reflectivity, there are there basic tasks:  1) optimize the BARC, 
2) optimize the resist thickness (from a swing curve perspective), and 3) understand the sensitivity to 
BARC, resist, and film stack variations.  For the first task, there are two classes of BARC problems: 
 

•  BARC on metal (absorbing substrate) – the goal is to reduce the reflectivity (the thickness of the 
metal or what’s underneath doesn’t matter) 

•  BARC on oxide (transparent substrate) – reduce the sensitive to oxide thickness variations (while 
also keeping reflectivity low) 

 
 There are three BARC parameters available for optimization:  the thickness of the BARC, and the 
real and imaginary parts of its refractive index.  For the simplest use case, a BARC is given and the goal is 
just to optimize its thickness.  Figure 1 shows substrate reflectivity calculations for two different 
resist/BARC/substrate stacks.  These reflectivity curves show a characteristic feature of a 
resist/BARC/substrate stack:  the lowest reflectivity could be at the first minimum or at the second 
minimum.  Etch and process integration considerations determine the range of acceptable BARC 
thicknesses, and thus the preference for a first minimum BARC or a second minimum BARC. 
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Figure 1. Typical examples of substrate reflectivity versus BARC thickness for different 

resist/BARC/substrate stacks. 
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 For the case where all of the BARC properties are up for optimization, a more detailed look at the 
problem is required.  Recapping the basic thin film reflectivity theory, the electric field reflection coefficient 
(the ratio of reflected to incident electric fields) at the interface between two materials is a function of the 
complex indices of refraction for the two layers.  For normal incidence, the reflection coefficient of light 
traveling through layer i and striking layer j is 
 

 ρ ij
i j

i j

=
−
+

n n

n n
 (1) 

 
where each complex index of refraction has real and imaginary parts (nj = nj - iκj) and the intensity 
reflectivity is the square of the magnitude of this reflection coefficient.  For the case of a bottom 
antireflection coefficient (BARC), assume the BARC (layer 2) is sandwiched between a resist (layer 1) and 
a very thick substrate (layer 3).  The total reflectivity looking down on layer 2 includes reflections from both 
the top and bottom of the BARC film.  The resulting reflectivity, taking into account all possible reflections, 
is 
 

 Rtotal total
D

D

= = +
+

ρ ρ ρ τ
ρ ρ τ

2 12 23
2

12 23
2

2

1
 (2) 

 
where the internal transmittance, τD, is the change in the electric field as it travels from the top to the bottom 
of the BARC, given by 
 

 τ π λ
D

i De= − 2 2n /  (3) 
 
for a layer thickness of D.   
 
 If the role of layer 2 is to serve as an anti-reflection coating between materials 1 and 3, one obvious 
requirement might be to minimize the total reflectivity given by equation (2).  If the light reflecting off the 
top of layer 2 (ρ12) can cancel out the light which travels down through layer 2, reflects off layer 3, and then 
travels back up through layer 2 (ρ23τD

2), then the reflectivity can become exactly zero.  In other words, 
 

 R whentotal D= + =0 012 23
2ρ ρ τ  (4) 

 
When designing a BARC material, there are only three variables that can be adjusted:  the real and 
imaginary parts of the refractive index of the BARC, and its thickness.  One classic solution to equation (4) 
works perfectly when the materials 1 and 3 are non-absorbing:  let τD

2 = -1 and ρ12 = ρ23.  This is equivalent 
to saying that the BARC thickness is a “quarter wave” (D = λ/4n2), and the non-absorbing BARC has a 

refractive index of n n n2 1 3= .  While this BARC solution is ideal for applications like antireflective 

coatings on lens surfaces, it is not particularly useful for common lithography substrates, which are 
invariably absorbing. 
 
 Will a solution to equation (4) always exist, even when the resist and substrate have complex 
refractive indices?  Since all the terms in equation (4) are complex, zero reflectivity occurs when both the 
real part and the imaginary part of equation (4) are true.  This can be made true but adjusting only two of the 
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three BARC parameters (n, κ, and D).  In other words, there is not just one solution but a family of solutions 
to the optimum BARC problem.  Expressing each reflection coefficient in terms of magnitude and phase, 
 

 iji
eijij

θ
ρρ =  (5) 

 
equation (4) can be expressed as two equalities. 
 

 ( )2123
221

23

2 4
ln

4
θθ

π
λ

ρ
ρ

κπ
λ −==

n
D  (6) 

 
Unfortunately, the seemingly simple forms of equations (4) and (6) are deceptive – solving for the unknown 
complex refractive index of the BARC is exceedingly messy.  As a consequence, numerical solutions to 
equation (4) are almost always used. 
 
 Consider a common case of a BARC for 193nm exposure of resist on silicon.  The ideal BARC is 
the family of solutions as shown in Figure 2, which gives the ideal BARC n and κ values as a function of 
BARC thickness.  Each solution produces exactly zero reflectivity for normally incident monochromatic 
light. 
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Figure 2. Optimum BARC refractive index (real and imaginary parts, n and κ) as a function of BARC 

thickness for normal incidence illumination (resist index = 1.7 - i0.015358 and silicon substrate 
index = 0.883143 - i2.777792) at 193nm. 

 
 
 Things become a bit more complicated for the more general case of light traveling at an angle with 
respect to the film stack normal.  In lithographic terms, high numerical apertures allow large ranges of 
angles to pass through the lens and arrive at the wafer.  Off-axis illumination of small pitch patterns 
produces images made of light concentrated at large angles.  Small isolated features with large σ partially 
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coherent illumination create light reaching the wafer over a wide range of angles.  And of course, low 
numerical apertures result in limited ranges of angles reaching the wafer.   
 
 How does non-normal incidence affect equation (2)?  Each reflection coefficient ρij is a function of 
the angle of light, and a function of polarization.  Unpolarized light (the kind most commonly employed in 
lithographic tools) can be considered as the incoherent sum of two linear and orthogonal polarizations.  If θi 
is the incident (and reflected) angle inside the resist and θt is the transmitted angle in the BARC, then the 
electric field reflection and transmission coefficients are given by the Fresnel formulae. 
 

 
)cos()cos(

)cos()cos(

21
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ti

ti
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nn

nn

+
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=⊥  
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Here, ||  represents an electric field vector which lies parallel to the plane defined by the direction of the 
incident light and a normal to the material interface.  Other names for ||  polarization include p polarization 
and TM (transverse magnetic) polarization.  The polarization denoted by ⊥  represents an electric field vector 
which lies in a plane perpendicular to that defined by the direction of the incident light and a normal to the 
surface.  Other names for ⊥  polarization include s polarization and TE (transverse electric) polarization.  
Note that for light normally incident on the resist surface, both s and p polarization result in electric fields 
which lie along the resist surface and the Fresnel formulae revert to the standard definition of normal 
incidence reflection coefficient given in equation (1).  Of course, the relationship between incident and 
transmitted angle is given by Snell’s law.  The internal transmittance is also a function of angle.  Equation 
(3) can still be used if the BARC thickness is replaced by Dcos(θt). 
 
 The requirements for zero reflectivity remain the same.  Equation (4) must be satisfied for both s 
and p polarization.  Since each equation has both real and imaginary parts, there are four constraints that 
must be satisfied in order to achieve exactly zero reflectivity for unpolarized illumination.  However, the 
BARC film gives us only three degrees of freedom (n, κ, and D).  In general, there can be no single BARC 
film that can make the reflectivity go to zero for a non-normal incident plane wave.  Using PROLITH to 
calculate the unpolarized reflectivity (defined as the average of the individual reflectivities for s and p 
polarization), the best case optimum BARC parameters are given in Figure 3 as a function of incident angle 
(in air, before striking the resist). 
 
 Figure 4 shows the lowest possible reflectivity as a function of incident angle, using the optimum 
BARC parameters defined in Figure 3 for each angle.  As can be seen, the best case reflectivity grows 
rapidly as the angle increases, and is worse for the thinner BARC film.  Today’s stringent CD control 
requirements demand reflectivities far below 1%, making BARC design difficult at high numerical apertures 
with extreme off-axis.  One potential solution, though not pleasant from a cost and complexity perspective, 
is to increase the number of free variables available for optimization by using a two-layer BARC.  This 
technique, a standard practice in antireflective coatings for lenses, would provide enough adjustable 
parameters to make the reflectivity go to zero at normal incidence and at one angle, thus providing low 
reflectivity over a wide range of angles.  This approach may become necessary with the advent of 
immersion lithography and numerical apertures greater than 1.0. 
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Figure 3. Optimum BARC parameters to achieve minimum substrate reflectivity as a function of incident 

angle (angle defined in air, before entering the photoresist) for two different BARC thicknesses. 
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Figure 4. The best case (minimum) reflectivity (using the BARC parameters shown in Figure 2) of the 

substrate as a function of incident angle for 20nm and 40nm thick BARC films. 
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Figure 5. Substrate reflectivity versus BARC thickness over a range of underlying oxide thicknesses 

(oxide on top of a silicon substrate). 
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 The second type of BARC optimization problem involves the use of a BARC on a transparent 
substrate, such as an oxide film.  For such a case, the overall substrate reflectivity will be a function of the 
oxide thickness and one of the goals of the BARC design is to reduce the sensitivity to underlying film 
thickness variations.  As can be seen from Figure 5, using the BARC at a first minimum results in a very 
large sensitivity to underlying oxide thickness variations.  In fact, the thickest BARC films provide the most 
robust behavior.  Thus, the preferred design approach for this case is to determine the maximum allowed 
BARC thickness from an integration perspective, then optimize the n & k values of the BARC to minimize 
reflectivity over the range of expected oxide thicknesses. 
 
 How critical is BARC optimization?  How low must the substrate reflectivity be before acceptable 
CD control can be expected?  At what level of substrate reflectivity can I ignore swing curves and choosing 
the optimum resist thickness?  There is no single answer to these questions, since they are process and 
feature dependent.  But consider the example shown in Figure 6.  Here, 100nm lines with a 280nm pitch are 
simulated with a stepper using annular illumination, with a center sigma given by σNA = 0.54.  As can be 
seen, a substrate reflectivity of less than 0.1% still leads to a noticeable swing behavior. 
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Figure 6. CD swing curves (100nm lines with a 280nm pitch are printed with a stepper using annular 

illumination, with a center sigma given by σNA = 0.54) for two different BARCs with different 
levels of optimization, as given by the resulting substrate reflectivity R. 

 
 

B. Process Window Prediction 
 
 The effect of focus on a projection lithography system (such as a stepper) is a critical part of 
understanding and controlling a lithographic process.  This section will address the importance of focus by 
providing definitions of the process window and depth of focus (DOF).  Simulation proves an invaluable tool 
for predicting focus effects, generating process windows, and determining realistic values for the DOF.  In a 
manufacturing environment, being able to predict the size of the process window for many different 
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processes and features enables the process engineer to determine which process layers are likely to be 
problematic given the know sources of focus and exposure errors in the fab, and which critical features to 
track and how closely. 
 
 In general, DOF can be thought of as the range of focus errors that a process can tolerate and still 
give acceptable lithographic results.  Of course, the key to a good definition of DOF is in defining what is 
meant by tolerable.  A change in focus results in two major changes to the final lithographic result:  the 
photoresist profile changes and the sensitivity of the process to other processing errors is increased.  
Typically, photoresist profiles are described using three parameters:  the linewidth (or critical dimension, 
CD), the sidewall angle, and the final resist thickness.  The variation of these parameters with focus can be 
readily determined for any given set of conditions.  The second effect of defocus is significantly harder to 
quantify:  as an image goes out of focus, the process becomes more sensitive to other processing errors such 
as exposure dose and develop time.  Of these secondary process errors, the most important is exposure. 
 
 Since the effect of focus is dependent on exposure, the only way to judge the response of the process 
to focus is to simultaneously vary both focus and exposure in what is known as a focus-exposure matrix.  
Figure 7 shows a typical example of the output of a focus-exposure matrix using linewidth as the response 
(sidewall angle and resist loss can also be plotted in the same way) in what is called a Bossung plot. Of 
course, one output as a function of two inputs can be plotted in several different ways.  For example, the 
Bossung curves could also be plotted as exposure latitude curves (linewidth versus exposure) for different 
focus settings.  Probably the most useful way to plot this two-dimensional data set is a contour plot – 
contours of constant linewidth versus focus and exposure (Figure 8). 
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Figure 7. Example of the effect of focus and exposure on the resulting resist linewidth.  Focal position is 

defined as zero at the top of the resist with a negative focal position indicating that the plane 
of focus is inside the resist. 

 
 
 The contour plot form of data visualization is especially useful for establishing the limits of 
exposure and focus that allow the final image to meet certain specifications.  Rather than plotting all of the 
contours of constant CD, one could plot only the two CDs corresponding to the outer limits of acceptability 
– the CD specifications.  Because of the nature of a contour plot, other variables can also be plotted on the 
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same graph.  Figure 9 shows an example of plotting contours of CD (nominal ±10%), 80° sidewall angle, 
and 10% resist loss all on the same graph.  The result is a process window – the region of focus and 
exposure that keeps the final resist profile within all three specifications. 
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Figure 8. Displaying the data from a focus-exposure matrix in an alternate form, contours of constant 

CD versus focus and exposure. 
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Figure 9. The focus-exposure process window is constructed from contours of the specifications for 

linewidth, sidewall angle, and resist loss.  The shaded area shows the overall process 
window. 
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 The focus-exposure process window is one of the most important plots in lithography since it shows 
how exposure and focus work together to affect linewidth, sidewall angle, and resist loss.  The process 
window can be thought of as a process capability – how the process responds to changes in focus and 
exposure.  How can we determine if a given process capability is good enough?  An analysis of the error 
sources for focus and exposure in a given process will give a process requirement.  If the process capability 
exceeds the process requirements, yield will be high.  If, however, the process requirement is too large to fit 
inside the process capability, yield will suffer.  A thorough analysis of the effects of exposure and focus on 
yield can be accomplished with yield modeling (to be discussed in a later section), but a simpler analysis can 
give useful insight and can be used to derive a number for depth of focus. 
 
 What is the maximum range of focus and exposure (that is, the maximum process requirement) that 
can fit inside the process window?  A simple way to investigate this question is to graphically represent 
errors in focus and exposure as a rectangle on the same plot as the process window.  The width of the 
rectangle represents the built-in focus errors of the processes, and the height represents the built-in dose 
errors.  The problem then becomes one of finding the maximum rectangle that fits inside the process 
window.  However, there is no one answer to this question.  There are many possible rectangles of different 
widths and heights that are “maximum”, i.e., they cannot be made larger in either direction without 
extending beyond the process window.  (Note that the concept of a “maximum area” is meaningless here.)  
Each maximum rectangle represents one possible trade-off between tolerance to focus errors and tolerance 
to exposure errors.  Larger DOF can be obtained if exposure errors are minimized.  Likewise, exposure 
latitude can be improved if focus errors are small.  The result is a very important trade-off between exposure 
latitude and DOF. 
 
 If all focus and exposure errors were systematic, then the proper graphical representation of those 
errors would be a rectangle.  The width and height would represent the total ranges of the respective errors.  
If, however, the errors were randomly distributed, then a probability distribution function would be needed 
to describe them.  For the completely random case, a Gaussian distribution with standard deviations in 
exposure and focus is used to describe the probability of a given error.  In order to graphically represent the 
errors of focus and exposure, one should describe a surface of constant probability of occurrence.  All errors 
in focus and exposure inside the surface would have a probability of occurring that is greater than the 
established cutoff.  What is the shape of such a surface?  For fixed systematic errors, the shape is a 
rectangle.  For a Gaussian distribution, the surface is an ellipse.  If one wishes to describe a “three-sigma” 
surface, the result would be an ellipse with major and minor axes equal to the three-sigma errors in focus 
and exposure. 
 
 Using either a rectangle for systematic errors or an ellipse for random errors, the size of the errors 
that can be tolerated for a given process window can be determined.  Taking the rectangle as an example, 
one can find the maximum rectangle that will fit inside the processes window.  Figure 10 shows an analysis 
of the process window where every maximum rectangle is determined and its height (the exposure latitude) 
plotted versus its width (depth of focus).  Likewise, assuming random errors in focus and exposure, every 
maximum ellipse that fits inside the processes window can be determined.  The horizontal width of the 
ellipse would represent a three-sigma error in focus, while the vertical height of the ellipse would give a 
three-sigma error in exposure.  Plotting the height versus the width of all the maximum ellipses gives the 
second curve of exposure latitude versus DOF in Figure 10. 
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Figure 10. The process window of Figure 9 is analyzed by fitting all the maximum rectangles and all the 

maximum ellipses, then plotting their height (exposure latitude) versus their width (depth of 
focus). 

 
 
 The exposure latitude versus DOF curves of Figure 10 provide the most concise representation of 
the coupled effects of focus and exposure on the lithography process.  Each point on the exposure latitude - 
DOF curve is one possible operating point for the process.  The user must decide how to balance the trade-
off between DOF and exposure latitude.  One approach is to define a minimum acceptable exposure latitude, 
and then operate at this point;  this has the effect of maximizing the DOF of the process.  In fact, this 
approach allows for the definition of a single value for the DOF of a given feature for a given process.  The 
depth of focus of a feature can be defined as the range of focus that keeps the resist profile of a given feature 
within all specifications (linewidth, sidewall angle, and resist loss) over a specified exposure range.  For the 
example given in Figure 10, a minimum acceptable exposure latitude of 15%, in addition to the other profile 
specifications, would lead to the following depth of focus results: 
 
 DOF  (rectangle) =  0.40 µm 

 DOF  (ellipse) =  0.52 µm 

 
 As one might expect, systematic errors in focus and exposure are more problematic than random 
errors, leading to a smaller DOF.  Most actual processes would have a combination of systematic and 
random errors.  Thus, one might expect the rectangle analysis to give a pessimistic value for the DOF, and 
the ellipse method to give an optimistic view of DOF.  The average value of the two will be a more realistic 
number in most cases. 
 
 The definition of depth of focus also leads naturally to the determination of best focus and best 
exposure.  The DOF value read off from the exposure latitude versus DOF curve corresponds to one 
maximum rectangle or ellipse that fit inside the process window.  The center of this rectangle or ellipse 
would then correspond to best focus and exposure for this desired operating point. 
 
 Although all of the above results describe the focus and exposure response of one critical feature, in 
reality a number of mask features must be printed simultaneously.  Using the most common example, 
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isolated lines typically occur on the same design as dense lines.  Thus, a more important measure of 
performance than the DOF of each individual feature is the overlapping DOF of both features.  Just as 
multiple profile metrics were overlapped to form one overlapping process window in Figure 9, process 
windows from different features can be overlapped to determine the DOF for simultaneously printing those 
multiple features.  Figure 11 shows such an example for isolated and dense features. 
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Figure 11. The overlapping process window for the dense and isolated features shown to the right of the 

graph. 
 
 
 All of the above graphs were generated using simulation, which can not only generate focus-
exposure data, but can analyze the data to determine the process window and DOF as well.  Overlapping 
process windows were calculated using multiple metrology planes for a given simulation. 
 

C. NA/σ optimization 
 
 At the time of process development, the numerical aperture and illumination shape of the 
stepper/scanner are optimized by maximizing the overlapping process window of the critical features of a 
design.  However, once the numerical aperture and illumination shape have been set for a process, they are 
not readily changed.  This is because of the strong dependence of the OPC models on the optical settings of 
the exposure tool.  Once the OPC has been applied to a design and a mask has been made, that mask is 
unlikely to function well on a tool with different NA or partial coherence (σ) settings.  However, there are 
still some circumstances when NA/σ optimization is needed in a manufacturing environment based on an 
inevitable truth:  things change.  Since the time when the OPC was applied and the mask made, 
circumstances in the fab can change.  For example, 
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•  A new, higher numerical aperture stepper is now available in the fab.  Would the existing product 
yield higher on this new stepper?  If so, what NA/illumination is optimum? 

•  There is a need for cost reduction on a product whose sales price is declining quickly.  Can the same 
mask be used on an older stepper (possibly one with more aberrations or flare) in order to lower 
cost? 

•  Why does a given mask produce better results on stepper A versus stepper B? 
•  Can we predict ahead of time what the best dose will be for a new mask, given the right mask 

measurements? 
•  A set process is being transferred from one fab to another, but the scanners are not identical.  How 

can I set up the parameters of the new scanner to best match the scanner on which the process was 
developed? 

 
D. OPC Verification 

 
 Ideally, OPC models, calibrated to a given fab process, produce corrected mask designs that will 
give good yield due to good CD control and no catastrophic lithography failures.  Life is not always so 
predictable.  For a wide range of reasons, The final OPC-complete design may have errors that show up 
consistently or intermittently in the fab, usually without warning.  Using simulation to independently verify 
the output of OPC tools is becoming more and more common today. 
 

E. CD Limited Yield, Cpk Analysis 
 
 A result of the tighter specifications of new generations of device technologies is the increased need 
to understand and control the CD distribution of lithography processes.  Better control of the CD distribution 
will lead to higher yields and more favorable bin sorting of the final product.  To predict the CD distribution 
and associated statistical metrics such as mean, standard deviation, Cpk, and the parametric CD yield of a 
photolithographic process using simulation, a simple three step process is used, as shown in Figure 12 [44-
47].  First, an analysis of a lithographic process must be performed to determine the error distributions of the 
input parameters.  For example, it may be determined that exposure varies in a normal distribution with a 
mean at the nominal setting and a standard deviation of 5%.  Second, PROLITH is used to create a multi-
variable process response space (for example, final resist critical dimension (CD) versus focus, exposure, 
resist thickness, etc.).  The range of each input variable is chosen to completely cover the range of possible 
set points plus their errors (usually over a ±3σ range).  Third, by correlating the input error distribution with 
the process response space, a final CD distribution is generated.  Analysis of the output distribution 
produces a predicted parametric CD yield using some acceptance criterion for CD and a calculated value for 
Cpk, as well as the more common mean and standard deviation.  These numbers can be used to help 
optimize the performance of a given process.   
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Figure 12.  Methodology for using PROLITH with the Yield Analyzer to predict and analyze CD distributions. 

 
 Consider a simple example to illustrate the method -- the effect of exposure errors on linewidth.  
The process response in this case is the well known exposure latitude curve.  If the input error distribution is 
known, correlation of the input error probability with the process response function gives the output error 
distribution.  For this example let us assume that the exposure errors are normally distributed about the mean 
with a 3σ of 10% (Figure 13).   
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Figure 13.  Resulting error distribution from a one-dimensional process response. 
 
 
 The error distribution is plotted as the frequency of occurrence (or probability of occurrence) versus 
exposure energy with arbitrary units for frequency.  The process response is linewidth versus exposure 
energy as predicted using simulation.  For any given exposure energy, there is a probability that this energy 
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will occur (for example, 200 mJ/cm2 has a probability of 0.021 in Figure 13).  From the process response 
curve, an exposure energy corresponds to a specific CD (for example, 0.513 µm for an energy of 200 
mJ/cm2) and thus must have the probability of occurrence corresponding to the probability of the exposure 
energy.  Correlation of the input error distribution with the process response results in a list of linewidth 
values with corresponding frequencies of occurrence.  The linewidth can then be divided up into equal size 
bins (for Figure 13, the bin size is 0.004 µm) and all of the probabilities with CDs within a given bin are 
summed.  The result is plotted as a histogram of frequency versus CD and represents the resulting output CD 
error distribution. 
 
 The power of the CD distribution method is its ability to investigate CD errors in the presence of 
multiple error sources, and to optimize the process for the most important metric in lithography:  CD 
distribution.  Many types of investigations are possible, including examining the effects of focus and 
exposure errors on CD distributions, determining of the optimum numerical aperture and partial coherence 
of a stepper, evaluation of the impact of process improvements on CD yield, influence of film stack 
variations on the distribution of reflectivies, and thousands of other possibilities.  The result of many of 
these investigations show that the optimum process settings, taking into account process errors inherent in a 
manufacturing environment, are substantially different than the optimums determined by using other 
methodologies.  This behavior is a result of the highly non-linear nature of lithography and underscores the 
benefits of using simulation coupled with statistical analysis. 
 

F. Troubleshooting/Root Cause Analysis 
 
 Once simulation is in common usage in a manufacturing environment, principally to serve use cases 
such as those described above, another important application of simulation will inevitably surface:  
troubleshooting.  The scenario is common one:  something has gone wrong (the CD distribution has 
widened, or the resist profile is exhibiting some anomaly such as a foot), but the cause is unknown.  Various 
theories are proposed as to the root cause (the resist foot is caused by an optical interference effect, or by a 
chemical interaction with the BARC, for example).  Experiments are devised that could help choose 
between the competing theories.  In many cases, simulation can be used to carry out or refine these 
experiments.  For the example of the resist footing problem, are there any potential film stack variations that 
could cause this effect?  If so, make some measurements to confirm this scenario.  If not, look for another 
cause.  As the litho engineers in the fab become more comfortable with the usefulness and accuracy of 
simulation (including an understanding of its limitations), its use in troubleshooting will become 
increasingly common. 
 

3. CONCLUSIONS 
 
 Optical lithography simulation has become an indispensable tool for research, development and 
manufacturing.  There are four major uses for lithography simulation:  1) as a research tool, 2) as a 
development and process optimization tool, 3) as a manufacturing tool, and 4) as a learning tool, to help 
provide a fundamental understanding of all aspects of the lithography process.  In this paper, numerous 
examples of the use of simulation as a manufacturing tool have been given.  The most common use cases for 
lithography simulation in a manufacturing environment are: 
 

•  Film Stack Optimization 
•  Process Window Prediction 
•  NA/σ optimization 
•  OPC Verification 
•  CD Limited Yield, Cpk Analysis 
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•  Troubleshooting/Root Cause Analysis 
 
Other use cases are currently being investigated by many users of lithography simulation and will 
undoubtedly lead to even greater use of lithography simulation in manufacturing environments. 
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