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Abstract

Critical dimension scanning electron microscope {8&EM) metrology has long used empirical

approaches to determine edge locations. While sotitions are very flexible, physics-based

models offer the potential for improved accuracy g@mecision for specific applications. Here,

Monte Carlo simulation is used to generate thecaktinescans from single step and line/space
targets in order to build a physics-based analytitadel. The resulting analytical model fits the

Monte Carlo simulation results for different feauneights, widths, and pitches. While more
work is required to further develop this schemés thodel is a candidate for a new class of
improved edge detection algorithms for CD-SEMSs.

Subject Terms: Scanning electron microscope, SEM, linescan madigical dimension, JMONSEL, CD-SEM,
edge detection

1. Introduction

Scanning electron microscopes (SEMs) are commaebd to measure critical dimensions (CDs) during
semiconductor manufacturing. A very narrow beanelettrons hits the sample at one location, intergavith the
sample to scatter, lose energy, and generate sagoetectrons that do the same. A positively hladetector(s)
measures electrons that escape from the sampler diickscattered electrons (with higher energigsgondary
electrons (with lower energies), or both, dependinghe detector configuration. Scanning the pmsibf the beam
and recording the number of detected electronact position (pixel), a top-down image of the saariplconstructed.
Analysis of the image is often used to measure gut@s of the sample, such as the width of a feaftire CD).
Extracting information about a sample from an imafjthe sample is a class of problems called theetise” problem,
where the process of imaging is calculated in ernnverse problems can be solved easily if teging process is
not too complex or if high accuracy is not requjrbdt can become exceeding difficult when high aacyis desired
for complex processes. Such is the case for asaySEM images.

The difficulty of the inverse problem can be ureeod by performing the forward calculations, thsatby
simulating an image from a given, known sampler $8M imaging, this involves the use of a Montel@atyle of
simulation, since the interaction of electrons véteample has major random components. In thigveokMonte Carlo
simulator for SEM image prediction called JIMONSEhswsed:®* The very nature of such Monte Carlo calculations
makes inverse calculations virtually impossiblehu3, most solutions to this inverse problem invaverly simplified
approaches that take little or no account of thgsigs of SEM image formation: image smoothing dedith edge
detection techniques such as threshold edge dmtéciihese techniques, with much study and refinenfenvie proven
adequate for the most part. However, as featwes sshrink and the demands for accurate measurersesie with
those sizes, current methods may no longer suffice.

An approach that has seen some success is maskl-tibrary matching*? In this technique, the forward-
calculated imaging model is used to generate arljbof images over a range of expected samplete(elift feature
types and sizes of the desired materials). Wheaxaerimental image is captured, it is matchechéodlosest library
image (possibly using interpolation between imagesjch is then assumed to represent an accuratgipggon of the
experimental sample. While effective, the modeddatlibrary approach suffers from the computatidnaiden of
generating a sufficiently robust library of imagew a lack of flexibility to make up for libraryédompleteness.
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In this work, a third path is taken, somewhat rimediate between image processing that does netttek
physics of image formation into account, and mdsded library generation that is completely phyb&sed. Here a
simplified analytical linescan model (ALM) will beerived, inspired by the physics of electron-sampteractions
(though still quite empirical in natur&). The ALM will prove similar to the model proposbst Frase, who used the
same basic approach adopted in this workhe ALM will be calibrated by fitting to Monte @a simulations of SEM
images. Once a set of ALM parameters has beebratdd, this new linescan model can be fit to expental SEM
images as a sort of physics-based edge detectonithin. While much work remains to be done toverout this
approach, preliminary results are quite encouraging

2. Simulation of Scanning Electron Micrograph L inescans

The first step in developing a simplified analgtitinescan model is to generate a series of catled| SEM
images from known sample structures. SimulatiocnSEM images were performed using JMONSBlaWa M onte
Carlo Simulator ofSecondaryElectrons), a program developed at the Nationaltltstiof Standards and Technology
(NIST)*® JMONSEL is used here as a “virtual SEM”, where tiser can input idealized structures from a lichlist
of materials, with perfect user-defined geometridhe user can also define SEM parameters sucheasumber of
incident electrons per pixel, pixel size, spot saed beam energy. While the program can also atdou charging
phenomena in and around the sample and fieldsectdmnt the detector, these effects were neglectéakeisimulations
performed for this study.

The virtual samples consisted of isolated edgep$$ and line/space patterns of various sizep#okes on a
uniform substrate. Features were made of eitfieosior poly(methyl methacrylate) (PMMA), both arplanar silicon
substrate. PMMA was chosen as a reasonable appati®h of photoresist. Further, the sidewall arafi¢he edge or
feature was varied between°4nd 92. The landing energy was set at 500 eV and a fa&ain of electrons was used
at each pixel location (with the effect of a largeeram size to be included later). Near the lingee@ pixel size of
0.1 nm was used. For most simulations N = 25,80i@ent electrons per pixel were simulated. Amepie linescan is
shown in Figure 1.
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Figure 1. Example outputs from JMONSEL. Top-I&itmulated trajectories in a 30 nm line/space Sthin-SiO, structure at
500 V and 0.5 nm incident spot (one standard devidbaussian profile), where the interaction volaman be seen at feature tops
and bottoms. Top-right: Example linescan, inclgdivaveforms for secondary electron (SE) and batiescalectron (BSE) yields.
SE electrons are defined as having energi&® eV, with BSE electrons defined as having emsrgi 50 eV. Bottom: Simulated
image of same waveform for N=1000 (top) and N=1881tbm). Figure from Ref. 13.
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3. Derivation of an Approximate Linescan Model for an Isolated Edge

Our previous work began the process of derivisgrple analytical linescan modél.Here that model will be
explained, expanded, and refined. While the apr@md model proposed by Frisis very similar, there are some
differences. The linescan, corresponding to theaded secondary electrons, will 88(x). Consider first a bare silicon
wafer (corresponding to when the scan beam is@way from any feature edge). Inside the siliconcar assume that
the energy deposition profile takes the form obatlide Gaussian, with a forward scattering width aritaction of the
energy forward scattered, and a backscatter width a fraction of the energy deposited by those $zatkered
electrons. We will also assume that the numbesecbndary electrons that are generated within efervare in direct
proportion to the energy deposited per unit voluama the number of secondary electrons that esbapsafer (and so
are detected by the SEM) are in direct proportethe number of secondaries generated near theo@iof the wafer.

The secondary electrons that reach the detectbemierge some distangeaway from the position of the
incident beam. From the assumptions above, thebauwf secondaries emerging from the substratebailh function
of r as

.2 2
f(r) = ae r? /202 +be—r2/2a§ (1)

whereg and g, are the forward and backscatter ranges, respbctifdée integration of this function over all sawill
be the linescan signal at= <o (a long way from an isolated edge located at ¥.= Qarrying out this integration in
polar coordinates,

0

SE(—0) = Tde J' f (ryrdr = 27ac? +bot) @)
0 0

Now consider the effect of an isolated step lataiex > O (see Figure 2). Before looking at a silicon or
PMMA step, imagine a completely absorbing step th@ds not allow the release of secondary electrdnsother
words, all electrons that travel up into the stegarial simply disappear. Far< 0, we can calculate the reduction in
the SE signal by calculating the number of absossendaries as

w2 0
Eapurves () =2 [ A6 F (ryrel 3)
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wherery = x/cos(@. Carrying out the integration,
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The linescan signal for< 0 will be
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Figure 2. Geometry and physical interpretation @ffew part of the analytical linescan model (ALM)rided in this paper,
showing a PMMA edge on a silicon wafer.

In what will follow, the complimentary error funchs will prove cumbersome. However, since theyarly
used forx < 0 they can be approximated with exponential& \giiod-enough accuracy (the maximum error is less t
5%, occurring at a distancexbt = -1.7).

Forx <0, erfC(LJ=2—eX/U (6)
oV 2
giving
SE(X) 1 X/ 0y x/ oy
— 7 =1-|=- — b
e =1-(5-p e - pe G

We can now see how this model matches the rigavtarge Carlo simulations of the linescan for theecata 50-nm
tall silicon edge at 500 V landing energy, usingoat incident beam. Figure 3 shows the bestfféquation (7) to the
simulation results. The best fit parametersare 1.73 nm,g, = 40.4 nm, angB = 0.22. The equation matches the
simulations for the most part within the noise bé tsimulations (though some small systematic dievistcan be
observed), and the resulting parameters makeiwdisense for the scattering of 500 eV electrorslicon.

The assumption of an absorbing step is not comigleccurate for silicon, and even less so foep stade of
photoresist. In reality, backscatter electronsetaip into the step and generate secondariesc#mescape from the
sidewall of the step. As a result, the step mayatsorb all of the electrons entering, and in faely generate more
secondaries than if no step were present. Furtherstep may absorb electrons that escape thacsuef the wafer
near the step before those electrons can travbketdetector (see Figure 2). These variationsbeanmccommodated by
simply modifying the forward scatter and backseattep absorption terms in equation (7).

8

SE
Forx<0, ————=1-aq,e
SE

where ¢; is the fraction of forward scatter-generated sdades absorbed by the step aagis the fraction of
backscatter-generated secondaries absorbed bieghe Mote that if the presence of the step resultsore secondary
electrons escaping to the detector, then the resiliilbe a negative value ofr. In our previous work® thex < 0
linescan model of equation (8) was compared toMbete Carlo simulations for the cases of an isold&6-nm tall
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vertical (90°) silicon step on a silicon wafer doed a 50-nm tall vertical (90°) PMMA step on siligowith landing
voltages of 300, 500, and 800 V. The fits of thedel to the simulations were within the random atéons present in
the Monte Carlo results (using 5000 incident etawrper pixel), with the best-fit parameters shawhable I.
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Figure 3.  Best fit of equation (7) to rigorous Merarlo simulations of a 50-nm tall silicon edg®&@® eV landing energy, using
a point incident beam, when< 0 (that is, on the bottom half of the step).e Bmooth (red) line is the equation and the jagbkct)
line is the Monte Carlo simulation.

Tablel. Best fit parameters of equation (8) to rigorMente Carlo simulations of an isolated
50-nm tall silicon step and PMMA step on a siliceafer at 300, 500, and 800 V electron voltage,
using a point incident beam, fex 0 (from Ref. 13).

Electron Landing Voltage

300V 500V 800V
Si wafer background sign&dE(-) 1.070 0.818 0.597
Si forward scatter range; (nm) 1.37 2.31 3.96
Si backscatter ranges, (nm) 43.5 43.0 43.7
Si step forward scatter absorptian, 0.223 0.243 0.267
Si step backscatter absorptian, 0.251 0.212 0.171
PMMA step forward scatter absorptiam, 0.272 0.316 0.363
PMMA step backscatter absorptiam, 0.055 -0.047 -0.162

Expanding on these prior results, the step heigiet varied from 10 nm to 100 nm for the case 00@ @
incident beam, but now using 25,000 incident etexdrper pixel for increased precision. The resaits shown in
Figures 4 — 6, for each of the parameters of thdahoThe error bars represent the range of thenpeter that keeps
the RMS fit error within 5% of its best fit valukplding all other parameters constant. (Thus,ehlesor bars do not
represent standard errors of the parameters giecdat not account for correlations between parasiete

Examining these results one can draw two majoclosions. First, as Figure 6 shows, the backscedtege
parameterg, varies linearly with step height. Taller stepBuence the linescan out to a distance away froenettige
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about equal to the step height, indicating that mt&or mechanism of SE absorption by the step cofres
secondaries released from the wafer surface thké she step sidewall. Second, all other parametee essentially
constant for step heights greater than about 2@onfnoth silicon and PMMA steps. This 20-nm “tHrekl” thickness
is expected to be a function of voltage, becomhigker for voltages greater the 500 V, and thinfeervoltages less
than 500 V.

Whenx > 0, the incident beam is on top of the step. @det similar to that described for the bottom df th
step can be applied to the top, but with some wiffees. The edge of the step does not absorbottgerdnge
backscattered electrons, and in fact enhanceselease of secondaries created by the forward sedtilectrons.

Thus, we will add a positive ternﬁ'ee_X/Ue to account for the enhanced escape of forwardesedt secondaries where

C. is very similar to the forward scatter range of gtep material. When the incident beam is veogecto the step,
however, the interaction volume of the forward-szrad electrons with the material is reduced, captie generation

. —x/ . . . .
of less secondaries. Thus, we subtract a te(r@ X% whereg, < ¢.. This gives our linescan expression for the top
of the step:
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Figure 4. Best fit parameters of equation (8) gomus Monte Carlo simulations of an isolated siliedge at 500 eV landing
energy, using a point incident beam, when O (that is, on the bottom half of the step)arious step heights. All parameters are
shown here except the wafer backscatter raggehich is shown in Figure 6.
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Figure 5. Best fit parameters of equation (8) gmmus Monte Carlo simulations of an isolated PMigdge at 500 eV landing
energy, using a point incident beam, when 0 (that is, on the bottom half of the step)arious step heights. All parameters are
shown here except the wafer backscatter raggehich is shown in Figure 6.
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Figure 6. Best fit of the wafer backscatter rapg®f equation (8) to rigorous Monte Carlo simulatiaf (a) a silicon edge, and
(b) a PMMA edge on a silicon wafer at 500 eV lagdémergy, using a point incident beam, wikenO (that is, on the bottom half of
the step) for various step heights.
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In our previous work® thex > 0 linescan model of equation (9) was comparati¢édvionte Carlo simulations
for the cases of an isolated 50-nm tall vertic&l°]Ssilicon step on silicon and for a 50-nm talftieal (90°) PMMA
step on silicon, with landing voltages of 300, 580¢ 800 V. The fits of the model to the simulasiavere within the
random variations present in the Monte Carlo res(lising 5000 incident electrons per pixel), witte tbest-fit
parameters shown in Table II.

Tablell. Best fit parameters to rigorous Monte Carlo d$atians of an isolated 50-nm tall silicon step &MdMA
step on a silicon wafer at 300, 500, and 800 Vtmadanding voltage, using a point incident be&mng Ref. 13).

Electron Landing Voltage

300V 500V 800V

Si step forward scatter rangg, (nm) 1.47 2.64 4.65

Si step volume loss range, (nm) 0.40 0.27 0.11

Si step edge enhancement factyr, 1.61 1.65 1.87
Si step volume loss factom, 0.924 0.660 0.543

PMMA step forward scatter range, (nm) 3.42 3.54 5.28

PMMA step volume loss range, (nm) 0.53 1.43 2.39
PMMA step edge enhancement factay, 0.382 1.427 2.784
PMMA step volume loss factou;, 0.347 1.143 1.968
PMMA background signaBE(w) 2.286 2.132 1.552

Expanding on these results, the step height wasd/&om 10 nm to 100 nm for the case of a 50t&ident
beam, using 25,000 incident electrons per pixdie fiesults are shown in Figures 7 — 8, for each@top-of-the-step
parameters of the model. Examining these resaltghe parameters remain approximately constantsiiccon or
PMMA step heights greater than about 20 nm.

Combining thex < 0 andx > 0 linescan expressions into one expression dukia unit step functiony(x)), we
have a final linescan expression for the casepafiat incident beam and a vertical isolated step.

SE(X) = SE(-o)1-a,€"7" —a, e/ [u(-x) + SE(oo)[1+ ae % -q,eX% ]u(x) (10)

Next, the sidewall angle of the steps was vanethf45° to 91°. As an extreme case, 45° isolabedn2 and
50-nm tall silicon steps produce the simulateddaaas shown in Figure 9. The linescans can beehraog into three
regions: to the left of the bottom of the edgerfesponding to the wafer, and represented by tresdian function of
equation (8)), to the right of the top of the edmpresented by the linescan function of equat®h @nd the middle
region corresponding to the sloped edge itselfusTh new linescan function for this middle regonequired.

Examining Figure 9, the middle of the sidewallioeghas a steady secondary electron signal, whiehwil
call Skqge at a higher level than the background wafer. sTéignal level then falls to the bottom level ower
characteristic distana® at the bottom of the step, and rises to the teel lever a characteristic distangeat the top of
the step, forming an S-shaped waveform. Definirg0 to be the bottom (left) edge of a step of helgand sidewall
angled, the top (right) edge will be at=h/tand. A reasonable model for the linescan in this séggon will be
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SE(X) = SEegge * (SE(—oo)[l— as - ab] - SEedge) e Xy (SE(+oo)[1+ a,- a,v] _ SEedge) o /tand-x)/,

11)

Here,h/tan@is assumed to be large compared;tandd,, but simple modifications to equation (11) camtede if this
is not the case. Equation (11) applies to sidemmdiles less than 90°. For small amounts of grofildercut > 90°),
the resulting linescan can still be fit using time$can function of equation (10).
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energy, using a point incident beam, whenO (that is, on the top half of the step) foriwas step heights.
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Figure 8.  Best fit parameters of equation (9) tmmus Monte Carlo simulations of an isolated PMdge at 500 eV landing
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Figure 9. Monte Carlo simulations of an isolatdatein edge with a 45° sidewall angle at 500 V, gsainpoint incident beam, for
(a) a 20-nm tall step, and (b) a 50-nm tall step.

Fitting the full linescan model (equations (8)),(9¢11) for the wafer, top of step, and sidewaljioms,
respectively) shows that many of the model pararaeatee a function of the sidewall angle. In thdevaegion, the
wafer background signal Sk(}, wafer forward scatter rangs, and wafer backscatter rangg are approximately
independent of sidewall angle for both step materidor the silicon step, the wafer backscatteogttionay varies
approximately as the square of 1-&)gFigure 10a). As the sidewall angle approaclees,zhe step no longer absorbs
the secondaries generated by backscattered electFar the PMMA step, the negative valuepfeads to a different,
guadratic behavior (Figure 1la). For the silicaeps the wafer forward scatter absorption parameters

approximately independent of sidewall angle, buttfie PMMA step it increases approximately lineavith 1-cosg)
(Figure 11b).

Letting p represent the value of a paramgidor a 9@ step, the variation of the wafer linescan pararsete
with sidewall angle take the form

g, =sh
Silicon Step: a,, = @, (1- cos8)?
PMMA Step: a,, = 0213(1- cosd)? + (@, - 0213 (1- cosd)
PMMA Step: a; = 0066+ (@, — 0066)(L- cost)

12)

On the top of the step, the step forward scattegeo, varies linearly with the square of 1-c8s(Figures 10b
and 11c). For the silicon step on a silicon witfgoes between the wafer forward scatter rangenBtre 0° to the step
forward scatter range whénh= 90°. The step edge enhancement factearies linearly with 1-co$) (Figures 10c and
11d). The step volume loss ranggis independent of sidewall angle, but the steuw@ loss facton, is highly
nonlinear with sidewall angle (Figures 10d and 11€)r the silicon step, the step volume loss faist@ero for angles
of 7% and below, then rises roughly as 1-&46 the fourth power. For the PMMA step, the stefume loss factor
goes roughly as 1-cd¥(to the fourth power over all angles.
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Silicon Step:g, =0, + (5e -0y )(1— cosd)?
PMMA Step: g, = 349+ (J, — 349)(1- cosd)*
a,=a,(1-cosd) 13)
Silicon Step:a, = -048+ (@, + 048)(1-cos8)*, 6 > 79
PMMA Step: a, = @, (1- cosd)*

As for the sidewall region parameters, the vali&B.q4 is roughly quadratic with 1-ca3( with a peak at
about 75° — 80(Figures 10e and 11f). For the silicon step,dberease in Sk for the higher angles is small and
probably negligible, but for the PMMA edge it igysificant. Note that the Sk behavior observed here is not
proportional to 1/co§)) as is often assumed. For the silicon step, éhgth parameterd andd, are both linear with

cos@) (Figure 10f). For the PMMA step; is linear with cod), but rises much more quickly than for the siliciap
(Figure 11g). Unlike the silicon stefy, goes as c6€9) for the PMMA step (Figure 11f).

PMMA Step: SEqge = SEqgge + 4088, 6 > 79
o= 510059
Silicon Step:d, = 52 cosd
PMMA Step: J, = 0, co< 6

(14)

All of these trends can be combined into one eéqndbr the cases where the step height 20 nm and the
sidewall angled > 80° (for the 500 V case). The resulting bespditameters over this range of conditions for both a
silicon step and a PMMA step are given in Table Wn example of a fit using these parametersvermin Figure 12
for the case of a 20-nm tall PMMA step with ar? 8@2lewall angle.

Real scanning electron microscopes do not havat pp@iams of electrons impinging on the sample tebh
the beam is approximately a Gaussian owing to ithite fresolution of the microscope and other beam-idealities.

Thus, the expected linescan will be the point li@@smodel (equations (8), (9), and (11) combinedfivolved with a
Gaussian. Carrying out this convolution for theecaf a 99 step gives

2 2
(0= 0 grte| X a7 | T X —a, 677 P Kot | T b X%
2 \/Eap \/Eapaf \/Eapab

2 2
SE (o0 - X 2 1052 _ g, — X0, 2 j9g2 _ g, — X0,
+ZEO) e +ae’r e M Teerfe| 5 |-q,e7 “ e X Pverfc| —Y
2 V20, V20,0, V20,0,

where g, is the standard deviation (width parameter) ofitteédent Gaussian electron beam probe. For tke oha
sidewall angle less than or equal t8,90

(15)
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~X | _erfe h /tanf - x
20, \/Eap
(16)
XI5, ap x| o5+ (/tanf - x5,
tce {erfc {—ﬁapél J erfC[ ﬁapdl ]]

2 2
_ cze'(h 1an6-)13; | oyt Oy + X9, _erfe o, = h/tanf-x)9,
\/Eapdz \/Eapdz

2 2
N SEéoo) [c?ee(h "ang"x)’”eerfc[ap + (h /tan@ - x)aeJ -4, Qb "a“‘g"x)’”Verfc[ap + (h /tand - x)o, H

\/Eapae \/Eapa\,

where
6 =5 (e i-a; ~ay] - SEe)

c, = 2 (SE(roofi+ 0, -] - o) €7

A~ o’ 120%
a; =a;e
~ o’ 120¢
a, =aye
2 2
~ oy /20,
a.=ae " ¢
2 2
~ oy 120,
a,=a,e’

The 90 linescan model of equation (15) has 11 physicalBaningful parameters (or 10 for the case of a
silicon step on a silicon wafer since 8f(= SE(e)). For the case of a sloped sidewall, three npan@meters are
added. Not all of the terms in the above equatitinprove to be significant, however, dependingtba application for
the equation. For example, if the Gaussian begmaiiso, = 0.5 nm, a number typical for today’'s high-end-CD

2 2
SEMs?® then all of the terms of the forre” %" will be very close to 1 whenever> 1 nm, which is the case for
every parameter excepy for a silicon step. For the PMMA step, the wdfackscatter absorption term is very small,
and can easily be neglected with only minor erralso for the PMMA step, near-normal sidewall asg{greater than

85°) result in very small values @, so that the term multiplied by can be neglected. Finally, for the case where
SE() = SE(0), we see that

SE(-) X SE () X | = (o) = F (oo
5 erfc{ﬁJpJ+ 5 erfc[\/iap]—SE( ) = SE() (7)
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Figure 10. Best fit parameters of the edge lineswadel to rigorous Monte Carlo simulations of aslased 20-nm tall silicon edge
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Figure 11. Best fit parameters of the edge linesoadel to rigorous Monte Carlo simulations of aolased 20-nm tall PMMA
edge at 500 eV landing energy, using a point ingibeam, for various sidewall angles between 48°4A.

Tablelll. Best fit parameters to rigorous Monte Carlo datians of an isolated silicon step and
PMMA step on a silicon wafer at 500 V electron lexgdvoltage, using a point incident beam.

Silicon PMMA
Step Step
Si wafer background signed(-) 0.817 0.817
Si wafer forward scatter range, (nm) 1.86 2.24
Si wafer backscatter range per step height, gi/h 0.90 1.35
Si wafer forward scatter absorptioni; 0.235 0.318
Si wafer backscatter absorptiom, 0.23 —0.057
Step sidewall signaléEed‘_]Je 1.65 2.9
Step bottom sidewall roll-off distance?1 (nm) 3.3 10
Step top sidewall roll-off distance.fi"2 (nm) 1.75 2.96
Step forward scatter rangg,, (nm) 2.66 3.80
Step volume loss range;, (nm) 0.26 1.24
Step edge enhancement facta, 1.65 1.19
Step volume loss factog,, 0.63 0.93
Step background signaE(w) 0.817 2.13
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Figure 12. Comparison of the full linescan modehddtep (equations (8), (9), and (11) using thdeargationships of equations
(12), (13), and (14))o rigorous Monte Carlo simulations of a 20-nm,t80° PMMA edge at 500 V, using a point incident beam.
The smooth (red) line is the equation and the jddbkie) line is the Monte Carlo simulation. RM$oe of the fit is 0.013.

4. Derivation of an Approximate Linescan Model for 1-D Features

To first order, one would expect that a featurehsas a line or a space could be constructed siamplthe
combination of two edges, using the ALM for an ediggived in the previous section. We expect thibeé true
whenever the feature size is large compared t&HE probe dimensiorg,. Since this must necessarily be so for any
useful metrology, we begin our derivation of theecan of a feature by properly positioning thedoans of edges. To
test this hypothesis, Monte Carlo Simulations afias silicon and PMMA features of various widtlptches, and
thicknesses (heights) were generated. Figure d@/stan example of a 15-nm wide feature made of rB0Hmck
silicon, on a 100-nm pitch (Figure 13a) and a 30pitoh (Figure 13b). Added to the graphs are ditallylinescan
models made by simply combining edges.

20 20 T
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Figure 13. The combination of edge linescans (nedagh curves) are compared to Monte Carlo simulatiblue jagged curves) of
30-nm tall silicon features, each 15-nm wide wif Sidewalls, at 500 eV landing energy, using a piaident beam, for (a) pitch
=100 nm (RMS error = 0.036), and (b) pitch = 30 (RMS error = 0.25).
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While the general shape of the ALM matches the td@uarlo simulation results, there is a lower olfeignal
for the case of the small 15-nm space comparetig¢darger 85-nm space. Examining simulations @veange of
feature sizes and pitches, it is the size of ttecsghat contributes to this discrepancy for thetnpart. This can be
explained as an added difficulty for electrons $oame from a narrow space (see Figure 1, for ex@mglhe linescan
model can be made to fit the line/space Monte Cdela by adjusting two parameters as a functigdh@kpace width:
the step edge enhancement factgrand the wafer background signal S&(-

Simulations were performed for lines of sizes@,, 15, 20, 30, and 50 nm, and pitches corresportdinignse
(spacewidth = linewidth) and a 100-nm pitch, usans00V point incident beam. For the 50-nm linesiZ20-nm pitch
was added. Both silicon and PMMA features were etetion a silicon wafer, with feature heights of 18, 20, 30,
and 50 nm. The sidewall angle was fixed & 90sing the edge ALM of the previous section, eatlinescans were
modeled as the sum of edges, then the parametpredge enhancement factrand wafer background signal Stejf-
were adjusted to provide the best fit to the sitimitadata. Figure 15 shows an example of the te$at the case of
30-nm tall, 15-nm wide silicon features. Similaggceptable fits were obtained for all featuresepkthe smallest and
densest PMMA features: 7-nm line/space and 10ineispace patterns. Examples of these worst-améts are
shown in Figure 16. Note that these small featapgmoach and enter the regime where the featwesnie smaller
than the electron beam’s interaction volume, so the linescans converge from two peaks to one.péidie ALM
proposed here does a very good job of capturingetieéfects for the 7-nm features.

To build a model from these results, the data frégure 15 was fit to a stretched exponential:
— R — P2
() = E() (10" ) 1, = (160" (18)

wheres is the spacewidth. The best fit values of theylerscaleg\; andA,, and the powers;Rand B, are found in
Table IV.

TablelV. Best fit parameters of equatiibd) to rigorous Monte Carlo simulations of differeatfure sizes
and pitches at 500 V electron landing voltage, gisipoint incident beam.

Feature Height 10 nm 15 nm 20 nm 30 nm 50 nm

Silicon Feature:

SE(<0) space length scalg (nm) 2.6 6.3 9.2 15.1 26.3
SE(<0) space power  0.53 0.68 0.96 1.0 1.0
0, space length scale (nm) 10.0 15.2 19.6 25.9 38.2
0, Space power P 0.70 0.67 0.64 0.59 0.49
PMMA Feature:

SE(-<0) space length scall® (nm) 0.11 1.3 3.8 10.4 22.8
SE(+) space powerP  0.25 0.40 0.53 0.68 0.89

0O, space length scalk (nm) 2.5 2.2 4.0 3.4 31
o, space powerp  0-49 0.42 0.50 0.48 0.47
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Figure 14. The linescan model made from the contibineof two edge linescans (red smooth curves)disisied to match the
Monte Carlo simulation results (blue jagged curdag)changing the step edge enhancement fagt@nd the wafer background
signal SE(«). This data, corresponding to the case of Fidieis representative of the results obtained (RW8r = 0.012 and
0.014 for (a) and (b), respectively).
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simulation results (blue jagged curves) by chanding step edge enhancement faaigrand the wafer background signal
SE(«). Small pitch PMMA lines showed the worst fitach as (a) 7-nm lines and spaces (RMS error = §,@®4l (b) 15-nm lines
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5. Stability Test of Approximate Linescan Modél for 1-D Features

One important goal of this work is to use the Alagl a more rigorous edge detection and CD measutemen
algorithm. Given a noisy SEM image, will the lices model, with material parameters calibrated @loéaime, do a
better job of extracting the correct feature simd aidewall angle than conventional edge detectigorithms? To
study this, linescans were generated for 500 V bkarding voltage and N = 10000 incident electron pigel on
PMMA line/space features on silicon. The benchntge will use 10-nm lines on a 20-nm pitch, 30height, and
89° sidewalls. The generated linescans used af.@kam width (&), so the linescans first were convoluted with a
0.5nm b Gaussian beam profile to convert them into rdaliBhescans representative of contemporary CD-SEM
imaging capabilitied® Noise with a Gaussian distribution was addedaithepixel, in amounts equivalent to the noise
expected if the number of incident electrons pgelpivere N = 250, 500 or 1000, which roughly covties dose range
commonly used. The noise baseline was computerepgating one of the cases several times at N 90,0énd
adjusted according to the well-known*Ridependence. Noise was then doubled yet agamcdount for extra error
budget due to other potential real-world noise sesirthat are not comprehended in the JMONSEL mindell
(vibrations, electromagnetics, charging, etc.).amples of these linescans can be seen in FigureTen. linescans
were generated for each of the above cases, arghfdr the ALM was fit adjusting only the CD andesigll angle,
leading to relative values for expected accuradymecision, as was done in previous wafs.

Various common edge detection algorithms were ieghpto these virtual SEM linescans. While other
algorithms are available, here we apply three efdimpler algorithms: threshold (TH), linear regiea to baseline
(LR), and maximum derivative (MD). While the THyalithm is simplistic, it is the most common algloni in use in
the industry, and is very flexible for any wavefosince it can be carefully set to target individdeatails on a
waveform. The weakness of TH is its sensitivityntise variation, but in this simulation study reois well-controlled.
LR is also commonly used, and is interesting asptesents the general class of “curve-fitting"oaitthms which are
better at handling noise. The MD algorithm is eweore vulnerable to noise than TH, but is still ubgdsome users.
Details on these algorithms can be seen elseviti2relhe benchmark linescan with random noise inssnas
measured by each edge algorithm (10 times eacthéoanalytical linescan model, 1000 times eachterstandard
algorithms), using no filtering. The output is amgple of CD values (and for the case of the arwltiinescan,
sidewall angle values as well) with averages aaddsrd deviations, which relate to accuracy andigimn. Note that
one advantage of working with simulations is thatusacy is knowable since the targets are perfelefiyned.
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Results are shown in Figure 18 (MD results werdusled from the figure because those results werehm
worse than the others). The TH algorithm used% #treshold, and the LR used a 50% threshold wi& 2and 80%
lower and upper fulcrums. Relative precision isuiealent to the edge detection reproducibility discussed

elsewher
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Figure 18. Comparison of performance of differdgbathms for CD measurement of features in Figlifg(TH = threshold, LR =

linear regression, AL = analytical linescan mod€B) CD bias, and (b) relative CD precisiog,
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6. Conclusions and Future Work

The analytical linescan model (ALM) that has bessveloped in this work offers several important
advantages. After calibration against a rigorowstd Carlo simulator for the various materials imed in the sample,
the ALM can, with quite reasonable accuracy, pretie linescans of those materials for a wide Yard geometric
shapes. In particular, for feature thicknessegrefter than 20 nm (for the case of a 500 eV landinergy) and
sidewall angles greater than®8€he calibrated ALM matches the Monte Carlo sirtedessecondary electron waveforms
over a wide range of feature sizes, pitches, tlesknand sidewall angles. While only silicon aiMA features on
silicon wafers were tested, it is expected thatilamtalibration procedures would yield similar uéts for a wide
variety of materials. Since the model is basedreasonable physical assumptions and uses physhzsigd
parameters, both interpolations and extrapolatiorzsswide range of geometries should prove possible

One possible use of the ALM is as a physics-basipe detection/linewidth measurement algorithm. il&h
the results presented here are preliminary, theysafficiently encouraging to hope that such anliegion could
become practical with further effort. It is likellyat the complete ALM presented here could betlyrsamplified when
working in the real world of noisy images and madely wide beams. Other real-world effects, sushaseline drift
and intensity scale variation, must also be addetthé model to make it practical in the field. Admhally, a robust
calibration procedure must be developed if routise of the ALM is envisioned. Finally, extensiwsting using
experimental SEM images would be required. WHikework remaining is extensive, the promise of gspally based
linescan measurement algorithm with improved aayueand precision for both CD and sidewall angleféature sizes
of 10 nm and below might justify the effort.
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