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 A theoretical and experimental study into the effects of residual casting solvent on the 

lithographic properties of photoresist films is described.  A modification to the common Fujita-Doolittle 

equation is proposed which provides an accurate description of the temperature and concentration 

dependence of solvent diffusivity in polymer systems.  This model, in combination with a variable grid, 

finite difference time domain numerical solution to the diffusion equation, allows for calculation of the 

residual casting solvent content as a function of bake conditions.  Using measurements of solvent content 

of a commercial i-line photoresist after post apply bake from a quartz crystal microbalance and radio-

labeled solvent with scintillation counting, the model was verified.  Analysis of this data has led to a 

calibrated model of solvent diffusivity as a function of solvent content and bake temperature, which can 

then predict solvent content as a function of depth into the photoresist for any bake conditions.   
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Chapter 1 

Introduction 
 
 Optical lithography has been, and continues to be, one of the major driving forces behind the 
remarkable advances in semiconductor technology over the last 30 years.  The reduction in the minimum 
resolvable feature size printed onto a silicon wafer has led to smaller, faster, cheaper transistors that are 
connected together into ever more powerful integrated circuits.  Historically, the minimum feature size 
used in the mass production of these integrated circuits has been reduced by a factor of two every six 
years [1.1].  This incredibly reliable improvement comes from continuous improvement of the tools and 
materials used in lithographic processing, and from our improved understanding of the theory of 
lithographic science. 
 
 One important tool over the years for understanding lithography is simulation [1.2].  Lithography 
models based on the physics and chemistry of the lithography process allow complex calculations to be 
carried out quickly and easily.  These simulation tools provide “virtual” experiments that otherwise might 
be too expensive or difficult or time consuming to be practical.  Optical lithography simulation enables 
researchers to investigate new approaches to imaging, gives process development engineers a convenient 
tool for designing and optimizing new processes, and provides essential expert information for 
manufacturing problem solving. 
 
 A key to the success of lithography simulation is its firm foundation in the physical principles of 
lithography.  In essence, a lithography model is nothing more than the theory of lithography embedded in 
software code.  Thus, simulating a process involves first understanding the fundamental concepts 
underlying that process.  The better the understanding, the better the model.  One area of lithography 
simulation that has remained weak is the modeling of the thermal processing of photoresist, in particular 
the post apply bake. 
 
 Thermal processing of photoresists (post apply bake and post exposure bake) can dramatically 
influence resist performance in a number of ways.  It is well known that residual solvent has a powerful 
influence on the dissolution rate of thin polymer films [1.3,1.4] and that post apply bake (PAB) 
determines the resist’s residual solvent content [1.8-1.9].  However, quantitative determination of the 
influence of bake conditions on residual solvent is still lacking.  This study establishes a lithographic 
model for the effect of PAB on solvent content and distribution that is based on fundamental and 
measurable physical properties.  The availability of such a model will be a valuable tool for both resist 
designers and lithographic process engineers.  
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 This thesis is organized as follows:  Chapter 2 provides an overview of lithographic modeling.  
Chapters 3, 4, and 5 give detailed descriptions of the exposure, bake and development models, 
respectively, in use today.  Chapter 6 reviews past efforts at modeling solvent diffusion in polymer 
systems and proposes a new model.  Chapter 7 uses this new model to match experimental data and to 
extract the solvent diffusion modeling parameters for a specific commercial resist system. 
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Chapter 2 

Optical Lithography Simulation 
 
 Optical lithography modeling began in the early 1970s when Rick Dill and coworkers started an 
effort at IBM Thomas J. Watson Research Center in Yorktown Heights, NY to describe the basic steps of 
the lithography process with mathematical equations.  At a time when lithography was considered a true 
art, such an approach was met with much skepticism.  The results of their pioneering work were 
published in a landmark series of papers in 1975 [2.1-2.4], now referred to as the “Dill papers.”  These 
papers not only gave birth to the field of lithography modeling, they represented the first serious attempt 
to describe lithography not as an art, but as a science.  These papers presented a simple model for image 
formation with incoherent illumination, the first order kinetic “Dill model” of exposure, and an empirical 
model for development coupled with a cell algorithm for photoresist profile calculation.  The Dill papers 
are still the most referenced works in the body of lithography literature. 
 
 While Dill’s group worked on the beginnings of lithography simulation, a professor from the 
University of California at Berkeley, Andy Neureuther, spent a year on sabbatical working with Dill.  
Upon returning to Berkeley, Neureuther and another professor, Bill Oldham, started their own modeling 
effort.  In 1979 they presented the first result of their effort, the lithography modeling program SAMPLE 
[2.5].  SAMPLE improved the state of the art in lithography modeling by adding partial coherence to the 
image calculations and by replacing the cell algorithm for dissolution calculations with a string algorithm.  
But more importantly, SAMPLE was made available to the lithography community.  For the first time, 
researchers in the field could use modeling as a tool to help understand and improve their lithography 
processes. 
 
 My work in the area of lithographic simulation began in 1983, and in 1985 I introduced the model 
PROLITH (the Positive Resist Optical LITHography model) [2.6].  This model added an analytical 
expression for the standing wave intensity in the resist, a prebake model, a new kinetic model for resist 
development, and the first model for contact and proximity printing.  PROLITH was also the first 
lithography simulator to run on a personal computer (the IBM PC), making lithography modeling 
accessible to all lithographers, from advanced researchers to process development engineers to 
manufacturing engineers.  Over the years, PROLITH advanced to include a model for contrast 
enhancement materials, the extended source method for partially coherent image calculations, and an 
advanced focus model for high numerical aperture imaging. 
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 Figure 2-1 shows a basic schematic of the calculation steps required for lithography modeling.  A 
brief overview of the physical models found in most lithography simulation programs is provided below.  
More details on some of these models can be found in subsequent chapters. 
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Concentration of
Photoactive Compound
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&
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Kinetics &

Etch Algorithm

Developed Resist
Profile

 
 
Figure 2-1. Flow diagram of a lithography model. 
 
 

Aerial Image:  The extended source method is used to predict the aerial image of a partially 
coherent diffraction limited or aberrated projection system based on scalar and/or vector 
diffraction theory.  Single wavelength or broadband illumination can be used.  The standard 
image model accounts for the important effect of image defocus through the resist film.  Mask 
patterns can be one-dimensional lines and spaces or small two dimensional contacts and islands.  
Phase-shifting masks and off-axis illumination can be simulated and pupil filters can be defined.   
 
Standing Waves:  An analytical expression is used to calculate the standing wave intensity as a 
function of depth into the resist, including the effects of resist bleaching, on planar substrates.  
Contrast enhancement layers or top-layer anti-reflection coatings can also be included.  High 
numerical aperture models include the effects of non-vertical light propagation. 
 
Prebake:  Thermal decomposition of the photoresist photoactive compound during prebake (also 
called post apply bake) is modeled using first order kinetics resulting in a change in the resist's 
optical properties.  Many important bake effects, however, are not yet well understood.  It is the 
purpose of this work to enhance the state-of-the-art in prebake modeling by predicting the 
influence of bake conditions on the solvent distribution and content that results. 
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Exposure:  First order kinetics are used to model the chemistry of exposure.  Both positive and 
negative resists can be simulated. 
 
Post-Exposure Bake:  A two-dimensional or three-dimensional diffusion calculation allows the 
post-exposure bake to reduce the effects of standing waves.  For chemically amplified resists, this 
diffusion is accompanied by an amplification reaction which accounts for crosslinking, blocking, 
or deblocking in an acid catalyzed reaction.  Acid loss mechanisms and non-constant diffusivity 
can also be simulated. 
 
Development:  Kinetic models for resist dissolution are used in conjunction with an etching 
algorithm to determine the resist profile.  Surface inhibition or enhancement can also be taken 
into account.   

 
 
The combination of the models described above provides a complete mathematical description of the 
optical lithography process.  Use of the models incorporated in a full lithography simulation package 
allows the user to investigate many interesting and important aspects of optical lithography.   
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2.4 F. H. Dill, A. R. Neureuther, J. A. Tuttle, and E. J. Walker “Modeling Projection Printing of 
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Chapter 3 

Photoresist Exposure Kinetics 
 
 The kinetics of photoresist exposure is intimately tied to the phenomenon of absorption.  The 
discussion below begins with a description of absorption, followed by the chemical kinetics of exposure.  
Next, the chemistry of chemically amplified resists is reviewed.  Finally, a description of the 
measurement method for the kinetic exposure parameters is given. 
 

A.  Absorption 
 
 The phenomenon of absorption can be viewed on a macroscopic or a microscopic scale.  On the 
macro level, absorption is described by the familiar Lambert and Beer laws, which give a linear 
relationship between absorbance and path length times the concentration of the absorbing species.  On the 
micro level, a photon is absorbed by an atom or molecule, promoting an electron to a higher energy state.  
Both methods of analysis yield useful information needed in describing the effects of light on a 
photoresist.   
 
 The basic law of absorption is an empirical one.  It was first expressed by Lambert (circa 1760) 
and can be expressed in differential form as 
 

 
dI
dz

I= −α  (3.1) 

 
where I is the intensity of light traveling in the z-direction through a medium, and α is the absorption 
coefficient of the medium and has units of inverse length.  This law is basically a single photon 
absorption probability equation:  the probability that a photon will be absorbed is proportional to the 
photon flux.  In a homogeneous medium (i.e., α is not a function of z), equation (3.1) may be integrated to 
yield 
 
 I z I z( ) exp( )= −0 α  (3.2) 
 
where z is the distance the light has traveled through the medium and Io is the intensity at z = 0.  If the 
medium is inhomogeneous, equation (3.2) becomes 
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 I z I Abs z( ) exp( ( ))= −0  (3.3) 
where 

  absorbancethedzzzAbs
z

== ∫
0

')'()( α

 
 When working with electromagnetic radiation, it is often convenient to describe the radiation by 
its complex electric field vector.  The propagation of an electric field through some material can 
implicitly account for absorption by using a complex index of refraction n for the material such that 
 

 n  =  n - iκ (3.4) 
 
The imaginary part of the index of refraction is related to the absorption coefficient by  
 

 α  =  4πκ/λ (3.5) 
 
Note that the sign of the imaginary part of the index in equation (3.4) depends on the sign convention 
chosen for the phasor representation of the electric field.  For typical absorption calculations in thin films, 
the “standard” sign convention most commonly used in the literature results in a negative imaginary part 
of the index of refraction.  If the wrong sign is chosen in equation (3.4), the material will amplify the 
electric field rather than absorb it. 
 
 In 1852, August Beer showed that for dilute solutions the absorption coefficient is proportional to 
the concentration of the absorbing species in the solution. 
 
 αsolution  =  ac (3.6) 
 
where a is the molar absorption coefficient (sometimes called the extinction coefficient) of the absorbing 
species (given by a = α0

j j

MW/ρ,  where α0 is the absorption coefficient of the pure material, MW is the 
molecular weight,  ρ is the density) and c is the concentration.  The stipulation that the solution be dilute 
expresses a fundamental limitation of Beer's law.  At high concentrations, where absorbing molecules are 
close together, the absorption of a photon by one molecule may be affected by a nearby molecule [3.1].  
Since this interaction is concentration dependent, it causes deviation from the linear relation (3.6).  Also, 
an apparent deviation from Beer's law occurs if the real part of the index of refraction changes 
appreciably with concentration.  Thus, the validity of Beer’s law should always be verified over the 
concentration range of interest. 
 
 For an N component homogeneous solid, the overall absorption coefficient becomes 
 

  (3.7) α T
j

N

a c=
=
∑

1

 
The linear addition of absorption terms presumes that Beer’s law holds across components, i.e., that the 
absorption by one material is not influenced by the presence of the other materials.  Of the total amount of 
light absorbed, the fraction of light which is absorbed by component i is given by 
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 I
I

a cAi

AT

i i

T
=

α
 (3.8) 

 
where IAT is the total light absorbed by the film, and IAi is the light absorbed by component i. 
 
 The concepts of macroscopic absorption will now be applied to a typical positive photoresist.  A 
diazonaphthoquinone positive photoresist is made up of four major components; a base resin R that gives 
the resist its structural properties, a photoactive compound M (abbreviated PAC, this is the light sensitive 
moiety in the resist), exposure products P generated by the reaction of M with ultraviolet light, and a 
solvent S.  Although photoresist drying during prebake is intended to drive off solvents, thermal studies 
have shown that a resist may contain up to 10% solvent after a typical prebake [3.2, 3.3].  The absorption 
coefficient α is then 
 
 α = + + +a M a P a R a SM P R S  (3.9) 
 
If Mo is the initial PAC concentration (i.e., with no UV exposure), the stoichiometry of the exposure 
reaction gives 
 
 P  =  Mo - M (3.10) 
 
Equation (3.9) may be rewritten as [3.4] 
 
 α  =  Am + B (3.11) 
 
where A = (aM - aP)Mo 

 B = aPMo + aRR + aSS 
 m = M/Mo 
 
A and B are called the bleachable and non-bleachable absorption coefficients, respectively, and make up 
the first two Dill photoresist parameters [3.4].  Other non-bleachable components of the photoresist (such 
as a dye additive) are added to the B term above. 
 
 The quantities A and B are experimentally measurable [3.4] and can be easily related to typical 
resist absorbance curves, measured using a UV spectrophotometer.  When the resist is fully exposed, M = 
0 and 
 
 αexposed  =  B (3.12) 
 
Similarly, when the resist is unexposed, m = 1 (M = Mo) and 
 
 αunexposed  =  A + B (3.13) 
 
From this A may be found by 
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 A  =  αunexposed  -  αexposed (3.14) 
 
Thus, A(λ) and B(λ) may be determined from the UV absorbance curves of unexposed and completely 
exposed resist (Figure 3-1).  A more complete description of the measurement of A and B is given in a 
following section. 
 
 

Resist A & B Parameters (1/µm)

Wavelength (nm)

0.00

0.30

0.60

0.90

1.20

1.50

300. 340. 380. 420. 460. 500.

A

B

 
Figure 3-1. Resist parameters A and B as a function of wavelength measured with a UV 

spectrophotometer for a typical g-line resist. 
 
 
 As mentioned previously, Beer's law is empirical in nature and, thus, should be verified 
experimentally.  In the case of positive photoresists, this means formulating resist mixtures with differing 
photoactive compound to resin ratios and measuring the resulting A parameters.  Previous work has 
shown that Beer’s law is valid for conventional photoresists over the full practical range of PAC 
concentrations [3.5]. 
 

B.  Exposure Kinetics 
 
 On a microscopic level, the absorption process can be thought of as photons being absorbed by an 
atom or molecule causing an outer electron to be promoted to a higher energy state.  This phenomenon is 
especially important for the photoactive compound since it is the absorption of UV light that leads to the 
chemical conversion of M to P. 
 
  (3.15) M UV⎯ →⎯ P
 
This concept is stated in the first law of photochemistry: only the light that is absorbed by a molecule can 
be effective in producing photochemical change in the molecule.  The actual chemistry of 
diazonaphthoquinone exposure is given below [3.6]: 
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SO2

R

UV

O
N2

SO2

R

C=O

+   N2
H2O

SO2

R

COOH

 (3.16) 
 
 The chemical reaction (3.15) can be rewritten in a more general form as 
 

  (3.17) M M
k

k
k1

2

3⎯ →⎯
← ⎯⎯ ⎯ →⎯* P

 
where M is the photoactive compound (PAC), M* is the PAC molecule in an excited state, P is the 
carboxylic acid (product), and  k1, k2, k3 are the rate constants for each reaction.  Simple kinetics can now 
be applied.  The proposed mechanism (3.17) assumes that all reactions are first order.  Thus, the rate 
equation for each species can be written. 
 

 
dM
dt

k M k M= −2 1*  

 

 
dM

dt
k M k k M* ( )= − +1 2 3 *  

 

 
dP
dt

k M= 3 *  (3.18) 

 
 A system of three coupled linear first order differential equations can be solved exactly using 
Laplace transforms and the initial conditions [3.7] 
 
 M t Mo( )= =0  
 M t P t* ( ) ( )= = = =0 0 0  (3.19) 
 
However, if one uses the steady state approximation the solution becomes much simpler.  This 
approximation assumes that in a very short time the excited molecule M* comes to a steady state, i.e., M* 
is formed as quickly as it disappears.  In mathematical form, 
 

 
dM

dt
*

= 0  (3.20) 

 
A previous study has shown that M* does indeed come to a steady state quickly, on the order of 10-8 
seconds or faster [3.7].  Thus, 
 

 dM
dt

KM= −  (3.21) 

 
where 
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 K k k
k k

=
+
1 3

2 3
 

Assuming K remains constant with time (an assumption we shall soon dispose of), 
 
 M M Kto= −exp( )  (3.22) 
 
The overall rate constant K is a function of the intensity of the exposure radiation.  An analysis of the 
microscopic absorption of a photon predicts that K is directly proportional to the intensity of the exposing 
radiation [3.5].  The rate constant k1 in equation (3.17) will be proportional to the rate of photon 
absorption, which in turn is proportional to the photon flux (by Lambert’s law) and thus the intensity.  A 
more useful form of equation (3.21) is then 
 

 dm
dt

CIm= −  (3.23) 

 
where the relative PAC concentration m (= M/Mo) has been used and C is the standard exposure rate 
constant and the third Dill photoresist parameter [3.4]. 
 
 A solution to the exposure rate equation (3.23) is simple if the intensity within the resist is 
constant throughout the exposure.  However, this is generally not the case.  In fact, many resists bleach 
upon exposure, that is, they become more transparent as the photoactive compound M is converted to 
product P.  This corresponds to a positive value of A, as seen, for example, in Figure 3-1.  Since the 
intensity varies as a function of exposure time, this variation must be known in order to solve the 
exposure rate equation.  In the simplest possible case, a resist film coated on a substrate of the same index 
of refraction, only absorption affects the intensity within the resist.  Thus, Lambert’s law of absorption, 
coupled with Beer’s law, could be applied. 
 

 
dI
dz

Am B I= − +( )  (3.24) 

 
where equation (3.11) was used to relate the absorption coefficient to the relative PAC concentration.  
Equations (3.23) and (3.24) are coupled, and thus become first order non-linear partial differential 
equations which must be solved simultaneously.  The solution to equations (3.23) and (3.24) was first 
carried out numerically for the case of lithography simulation [3.4], but in fact was solved analytically by 
Herrick [3.8] many years earlier.  The same solution was also presented more recently by Diamond and 
Sheats [3.9] and by Babu and Barouch [3.10].  These solutions take the form of a single numerical 
integration, which is much simpler than solving two differential equations! 
 
 Although an analytical solution exists for the simple problem of exposure with absorption only, 
in more realistic problems the variation of intensity with depth in the film is more complicated than 
equation (3.24).  In fact, the general exposure situation results in the formation of standing waves.  In 
such a case, equations (4.1) - (4.4) can give the intensity within the resist as a function of the PAC 
distribution m(x,y,z,t).  Initially, this distribution is simply m(x,y,z,0) = 1 (resulting in a uniform index of 
refraction).  Thus, equation (4.1), for example, would give I(x,y,z,0).  The exposure equation (3.23) can 
then be integrated over a small increment of exposure time ∆t to produce the PAC distribution m(x,y,z,∆t).  
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The assumption is that over this small increment in exposure time the intensity remains relatively 
constant, leading to the exponential solution   
 
 m x y z t t m x y z t CI t( , , , ) ( , , , ) exp( )+ = −∆ ∆  (3.25) 
 
This new PAC distribution is then used to calculate the new intensity distribution I(x,y,z,∆t), which in turn 
is used to generate the PAC distribution at the next increment of exposure time m(x,y,z,2∆t).  This process 
continues until the final exposure time is reached.   
 
 

 -500.  -300.  -100.   100.   300.   500.
   .00

   .30

   .60

   .90

  1.20

  1.50
Aerial Image Intensity

Horizontal Position (nm)           
 -500.  -300.  -100.   100.   300.   500.

   .00

   .20

   .40

   .60

   .80

  1.00
Relative PAC Concentration

Horizontal Position (nm)  
 (a) (b) 
Figure 3-2.  The exposure process takes an aerial image (a) and converts it into a latent image (b), 

shown at a given depth into the photoresist. 
 
 
 The final result of exposure is the conversion of an aerial image I(x,y,z) into a latent image 
m(x,y,z).  Figure 3-2 illustrates a one-dimensional case. 
 

C.  Chemically Amplified Resists 
 
 Chemically amplified photoresists are composed of a polymer resin (possibly “blocked” to inhibit 
dissolution), a photoacid generator (PAG), and possibly a crosslinking agent, dye or other additive.  As 
the name implies, the photoacid generator forms a strong acid when exposed to Deep-UV light.  Ito and 
Willson first proposed the use of an aryl onium salt [3.11], and triphenylsulfonium salts have been studied 
extensively as PAGs.  The reaction of a common PAG is shown below: 
 
 

 

Ph

Ph

Ph

S+ CF3COO- hν
CF3COOH   +   others

 (3.26) 
 
 
The acid generated in this case (trifluoroacetic acid) is a derivative of acetic acid where the electron-
drawing properties of the fluorines are used to greatly increase the acidity of the molecule.  The PAG is 
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mixed with the polymer resin at a concentration of typically 2-15% by weight, with 5-10% as typical 
formulations. 
 
 The kinetics of the exposure reaction are presumed to be standard first order: 
 

 ∂
∂
G
t

CIG  =    -  (3.27) 

 
where G is the concentration of PAG at time t (the initial PAG concentration is Go), I is the exposure 
intensity, and C is the exposure rate constant.  For constant intensity, the rate equation can be solved for 
G: 
 
  (3.28) G Go

CIte =   -

The acid concentration H is given by 
 
 ( )H G G Go o

CIte =   -   =    -  -1  (3.29) 
 
If the intensity is not constant throughout the exposure, then the iterative approach described in the 
section above can certainly be used. 
 
 Exposure of the resist with an aerial image I(x) results in an acid latent image H(x).  A post-
exposure bake (PEB) is then used to thermally induce a chemical reaction.  This may be the activation of 
a crosslinking agent for a negative resist or the deblocking of the polymer resin for a positive resist.  The 
reaction is catalyzed by the acid so that the acid is not consumed by the reaction and, to first order, H 
remains constant.  Ito and Willson first proposed the concept of deblocking a polymer to change its 
solubility [3.11].  A base polymer such as polyhydroxystyrene, PHS, is used which is very soluble in an 
aqueous base developer.  It is the hydroxyl groups which give the PHS its high solubility, so by 
“blocking” these sites (by reacting the hydroxyl group with some longer chain molecule) the solubility 
can be reduced.  Ito and Willson employed a t-butoxycarbonyl group (t-BOC), resulting in a very slowly 
dissolving polymer.  In the presence of acid (which acts as a catalyst) and heat, the t-BOC blocked 
polymer will undergo acidolysis to generate the soluble hydroxyl group, as shown below. 
 
 

 
CH3

CH2-CH

O
O
C
O

CH3

CH3C

CH2-CH

OH

H+

+  CH2

CH3

CH3

C +  CO2∆

 (3.30) 
 
 
 One drawback of this scheme is that the cleaved t-BOC is volatile and will evaporate, causing 
film shrinkage in the exposed areas.  Larger molecular weight blocking groups can be used to reduce this 
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film shrinkage to acceptable levels (below 10%).  Also, the blocking group is such an effective inhibitor 
of dissolution that nearly every blocked site on the polymer must be deblocked in order to obtain 
significant dissolution.  Thus, the photoresist can be made more “sensitive” by only partially blocking the 
PHS.  Typical photoresists use 10-30% of the hydroxyl groups blocked, with 20% a typical value.  
Molecular weights for the PHS run in the range of 3000 to 5000 giving about 20 to 35 hydroxyl groups 
per polymer molecule, about 4 to 7 of which are initially blocked. 
 
 Using M as the concentration of some reactive site, these sites are consumed (i.e., are reacted) 
according to kinetics of some unknown order in H and first order in M [3.12]: 
 

 ∂
∂

M
t

K M Hn

′
  =    - amp  (3.31) 

 
where Kamp is the rate constant of the amplification reaction (crosslinking, deblocking, etc.) and t' is the 
bake time.  Simple theory would indicate that n = 1, but the general form will be used here.  Assuming H 
is constant, equation (3.31) can be solved for the concentration of reacted sites X: 
 

 ( )X M M Mo o
K H te

n

 =  -   =    -  - amp1 ′  (3.32) 

 
(Note:  Although H+ is not consumed by the reaction, the value of H is not locally constant.  Diffusion 
during the PEB and acid loss mechanisms cause local changes in the acid concentration, thus requiring 
the use of a reaction-diffusion system of equations.  The approximation that H is constant is a useful one, 
however, which gives insight into the reaction as well as accurate results under some conditions.) 
 
 It is useful here to normalize the concentrations to some initial values.  This results in a 
normalized acid concentration h and normalized reacted and unreacted sites x and m: 
 

 h H
G

x X
M

m M
Mo o

 =               =   
 

           =   
 o

 (3.33) 

 
Equations (3.30) and (3.32) become 
 
   h e C I t =   -  -1
  (3.34) m x e hn

 =  1 -  =  -α

 
where α is a lumped “amplification” constant equal to Go

n
Kamp t'.  The result of the PEB is an amplified 

latent image m(x), corresponding to an exposed latent image h(x), resulting from the aerial image I(x). 
 
 The above analysis of the kinetics of the amplification reaction assumed a locally constant 
concentration of acid H.  Although this could be exactly true in some circumstances, it is typically only an 
approximation, and is often a poor approximation.  In reality, the acid diffuses during the bake.  In one 
dimension, the standard diffusion equation takes the form 
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 (3.35) 

 
where DH is the diffusivity of acid in the photoresist.  Solving this equation requires a number of things:  
two boundary conditions for each dimension, one initial condition, and a knowledge of the diffusivity as a 
function of position and time. 
 
 The initial condition is the initial acid distribution within the film, H(x,y,z,0), resulting from the 
exposure of the PAG. The two boundary conditions are at the top and bottom surface of the photoresist 
film.  The boundary at the wafer surface is assumed to be impermeable, giving a boundary condition of 
no diffusion into the wafer.  The boundary condition at the top of the photoresist will depend on the 
diffusion of acid into the atmosphere above the wafer, as described below.  In the plane of the wafer (x- 
and y-directions), boundary conditions will depend on the geometry of the problem. 
 
 The solution of equation (3.35) can now be performed if the diffusivity of the acid in the 
photoresist is known.  Unfortunately, this solution is complicated by two very important factors:  the 
diffusivity is a strong function of temperature and, most probably, the extent of amplification.  Since the 
temperature is changing with time during the bake, the diffusivity will be time dependent.  The 
concentration dependence of diffusivity results from an increase in free volume for typical positive 
resists:  as the amplification reaction proceeds, the polymer blocking group evaporates resulting in a 
decrease in film thickness but also an increase in free volume (and probably a change in the glass 
transition temperature as well).  Since the acid concentration is time and position dependent, the 
diffusivity in equation (3.35) must be determined as a part of the solution of equation (3.35) by an 
iterative method.  The resulting simultaneous solution of equations (3.31) and (3.35) is called a reaction-
diffusion system. 
 
 The temperature dependence of the diffusivity can be expressed in a standard Arrhenius form: 
 
 ( )D T A E RTo r a( ) exp /= −  (3.36) 
 
where Do is a general diffusivity, Ar is the Arrhenius coefficient, Ea is the activation energy, R is the 
universal gas constant, and T is the absolute temperature.  A full treatment of the amplification reaction 
would include a thermal model of the hotplate in order to determine the actual time-temperature history of 
the wafer [3.13].  To simplify the problem, an ideal temperature distribution will be assumed -- the 
temperature of the resist is zero (low enough for no diffusion or reaction) until the start of the bake, at 
which time it immediately rises to the final bake temperature, stays constant for the duration of the bake, 
then instantly falls back to zero.   
 
 The concentration dependence of the diffusivity is less obvious.  Several authors have proposed 
and verified the use of different models for the concentration dependence of diffusion within a polymer.  
Of course, the simplest form (besides a constant diffusivity) would be a linear model.  Letting Do be the 
diffusivity of acid in completely unreacted resist and Df the diffusivity of acid in resist which has been 
completely reacted,  
 
 ( )D D x D DH o f= + − o  (3.37) 
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Here, diffusivity is expressed as a function of the extent of the amplification reaction x.  Another common 
form is the Fujita-Doolittle equation [3.14] which can be predicted theoretically using free volume 
arguments.  A form of that equation which is convenient for calculations is shown here: 
 

 D D x
xH o=

+
⎛
⎝
⎜

⎞
⎠
⎟exp α

β1
 (3.38) 

 
where α and β are experimentally determined constants.  Other concentration relationships are also 
possible [3.15]. 
 
 Through a variety of mechanisms, acid formed by exposure of the resist film can be lost and thus 
not contribute to the catalyzed reaction to change the resist solubility.  There are two basic types of acid 
loss:  loss that occurs between exposure and post-exposure bake, and loss that occurs during the post-
exposure bake.  The first type of loss leads to delay time effects -- the resulting lithography is affected by 
the delay time between exposure and post-exposure bake.  Delay time effects can be very severe and, of 
course, are very detrimental to the use of such a resist in a manufacturing environment [3.16, 3.17].  The 
typical mechanism for delay time acid loss is the diffusion of atmospheric base contaminates into the top 
surface of the resist.  The result is a neutralization of the acid near the top of the resist and a 
corresponding reduced amplification.  For a negative resist, the top portion of a line is not insolublized 
and resist is lost from the top of the line.  For a positive resist, the effects are more devastating.  Sufficient 
base contamination can make the top of the resist insoluble, blocking dissolution into the bulk of the resist 
(Figure 3-3).  In extreme cases, no patterns can be observed after development.  Another possible delay 
time acid loss mechanism is base contamination from the substrate, as has been observed on TiN 
substrates [3.17]. 
 
 The effects of acid loss due to atmospheric base contaminants can be accounted for in a 
straightforward manner [3.18].  The base diffuses slowly from the top surface of the resist into the bulk.  
Assuming that the concentration of base contaminant in contact with the top of the resist remains 
constant, the diffusion equation can be solved for the concentration of base, B, as a function of depth into 
the resist film: 
 
 ( )B B zo= −exp ( / )σ 2  (3.39) 
 
 

         
 (a) (b) 
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b*

Figure 3-3. Atmospheric base contamination leads to T-top formation.  Shown are line/space features 
printed in APEX-E for (a) 0.275µm features with no delay and (b) 0.325µm features with 10 
minute delay between exposure and post-exposure bake (courtesy of SEMATECH). 

 
 
where Bo is the base concentration at the top of the resist film, z is the depth into the resist (z=0 at the top 
of the film) and σ is the diffusion length of the base in resist.  The standard assumption of constant 
diffusivity has been made here so that diffusion length goes as the square root of the delay time. 
 
 Since the acid generated by exposure for most resist systems of interest is fairly strong, it is a 
good approximation to assume that all of the base contaminant will react with acid if there is sufficient 
acid present.  Thus, the acid concentration at the beginning of the PEB, H*, is related to the acid 
concentration after exposure, H, by 
 
 H H B or h h* = − = −  (3.40) 
 
where the lower case symbols again represent the concentration relative to Go, the initial photoacid 
generator concentration. 
 
 Acid loss during the PEB could occur by other mechanisms.  For example, as the acid diffuses 
through the polymer, it may encounter sites which “trap” the acid, rendering it unusable for further 
amplification.  If these traps were in much greater abundance than the acid itself (for example, sites on the 
polymer), the resulting acid loss rate would be first order, 
 

 ∂
∂

h
t

K hloss′
  = -  (3.41) 

 
where Kloss is the acid loss reaction rate constant.  Of course, other more complicated acid loss 
mechanisms can be proposed, but in the absence of data supporting them, the simple first order loss 
mechanism is used here. 
 
 Acid can also be lost at the top surface of the resist due to evaporation.  The amount of 
evaporation is a function of the size of the acid and the degree of its interaction with the resist polymer.  
A small acid (such as the trifluoroacetic acid discussed above) may have very significant evaporation.  A 
separate rate equation can be written for the rate of evaporation of acid: 
 

 ( )∂
∂

h
t

K h t h tevap air′
′ − ′

z=0

  = - ( , ) ( , )0 0  (3.42) 

 
where z = 0 is the top of the resist and hair is the acid concentration in the atmosphere just above the 
photoresist surface.  Typically, the PEB takes place in a reasonably open environment with enough air 
flow to eliminate any buildup of evaporated acid above the resist, making hair = 0.  If Kevap is very small, 
then virtually no evaporation takes place and we say that the top boundary of the resist is impenetrable. If 
Kevap is very large (resulting in evaporation that is much faster than the rate of diffusion), the effect is to 
bring the surface concentration of acid in the resist to zero.  The significance of Kevap is best viewed by 
comparing the magnitude of Kevap to Kamp (i.e., how fast does evaporation occur relative to amplification). 



 

 18

 
 The combination of a reacting system and a diffusing system is called a reaction-diffusion 
system.  The solution of such a system is the simultaneous solution of equations (3.31) and (3.35) using 
equation (3.30) as an initial condition and equation (3.37) or (3.38) to describe the reaction-dependent 
diffusivity.  Of course, any or all of the acid loss mechanisms can also be included.  A convenient and 
straightforward method to solve such equations is the finite difference method (see, for example, 
reference [3.19]).  The equations are solved by approximating the differential equations by difference 
equations.  By marching through time and solving for all space at each time step, the final solution is the 
result after the final time step.  A key part of an accurate solution is the choice of a sufficiently small time 
step.  If the spatial dimension of interest is ∆x (or ∆y or ∆z), the time step should be chosen such that the 
diffusion length is less than ∆x (using a diffusion length of about one third of ∆x is common). 
 

D.  Measuring the ABC Parameters 
 
 Dill proposed a single, simple experiment for measuring the ABC parameters [3.4].  The 
photoresist to be measured is coated in a non-reflecting substrate (e.g., glass, quartz, or similar material).  
The resist is then exposed by a normally incident parallel beam of light at the wavelength of 
measurement.  At the same time, the intensity of the light transmitted through the substrate is measured 
continuously.  The output of the experiment, transmitted intensity as a function of exposure time, is then 
analyzed to determine the resist ABC parameters.  A typical experimental setup is shown in Figure 3-4. 
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Figure 3-4. Experimental configuration for the measurement of the ABC parameters. 
 
 
 By measuring the incident exposing light intensity, the output of the experiment becomes overall 
transmittance as a function of incident exposure dose, T(E).  Figure 3-5 shows a typical result.  Assuming 
careful measurement of this function, and a knowledge of the thickness of the photoresist, all that remains 
is the analysis of the data to extract the ABC parameters.  Dill proposed two methods for extracting the 
parameters [3.4].  Those methods is reviewed here and a third, more accurate approach is shown. 
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 Note that the effectiveness of this measurement technique rests with the non-zero value of A.  If 
the photoresist does not change its optical properties with exposure (i.e., if A = 0), then measuring 
transmittance will provide no insight on the exposure reaction, making C unobtainable by this method. 
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Figure 3-5. Typical transmittance curve of a positive g- or i-line bleaching photoresist measured using 

an apparatus similar to that pictured in Figure 3-4. 
 
 

1.  Graphical Data Analysis  (Method 1) 
 
 Analysis of the experimental data is greatly simplified if the experimental conditions are adjusted 
so that the simple exposure and absorption equations (3.23) and (3.24) apply exactly.  This means that 
light passing through the resist must not reflect at the resist/substrate interface.  Further, light passing 
through the substrate must not reflect at the substrate/air interface.  The first requirement is met by 
producing a transparent substrate with the same index of refraction as the photoresist.  The second 
requirement is met by coating the backside of the substrate with an interference-type antireflection 
coating (ARC).   
 
 Given such ideal measurement conditions, Dill showed that the ABC parameters can be obtained 
from the transmittance curve by measuring the initial transmittance T(0), the final (completely exposed) 
transmittance T(∞), and the initial slope of the curve.  The relationships are: 
 

 A
D

T
T

=
∞⎛

⎝⎜
⎞
⎠⎟

1
0

ln ( )
( )

 (3.43a) 
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 ( )B
D

T= − ∞
1 ln ( )  (3.43b) 

 

 C A B
AT T T

dT
dE E

=
+
− =( ){ ( )}0 1 0 12 0

 (3.43c) 

 
where D is the resist thickness and T12 is the transmittance of the air-resist interface and is given, for a 
resist index of refraction nresist, by 
 

 T n
n

resist

resist
12

2

1 1
1

= −
−
+

⎛

⎝
⎜

⎞

⎠
⎟  (3.44) 

 

2.  Differential Equation Solution  (Method 2) 
 
 Although graphical analysis of the data is quite simple, it suffers from the common problem of 
errors when measuring the slope of experimental data.  As a result, the value of C (and to a lesser extent, 
A) obtained often contains significant error.  Dill also proposed a second method for extracting the ABC 
parameters from the data.  Again assuming that the ideal experimental conditions had been met, the ABC 
parameters could be obtained by directly solving the two coupled partial differential equations (3.23) and 
(3.24) and finding the values of A, B, and C for which the solution best fits the experimental data.  
Obviously, fitting the entire experimental curve is much less sensitive to noise in the data than taking the 
slope at one point.  Several techniques are available to provide a simple numerical solution [3.8-3.10]. 
 

3.  Full Simulation  (Method 3) 
 
 Methods 1 and 2 give accurate results only to the extent that the actual experimental conditions 
match the ideal (no reflection) conditions.  In reality, there will always be some deviation from this ideal.  
Substrates will invariably have an index somewhat different that of the photoresist.  And since the index 
of refraction of the photoresist changes with exposure, even a perfect substrate will be optically matched 
at only one instant in time during the experiment.  Backside ARCs may also be less than perfect.  In fact, 
most experimenters would prefer to use off-the-shelf glass or quartz wafers with no backside ARC.  
Under these conditions, how accurate are the extracted ABC parameters? 
 
 The dilemma can be solved by eliminating the restrictions of the ideal experiment.  Rather than 
solving for the transmitted intensity via equations (3.23) and (3.24), one could use a lithography simulator 
to solve for the transmittance in a non-ideal case including changes in the resist index of refraction during 
exposure and reflections from both the top and bottom of the substrate.  Then, by adjusting the ABC 
parameters, a best fit of the model to the data could be obtained.  This method provides the ultimate 
accuracy in obtaining extracted ABC parameters [3.20]. 
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Chapter 4 

Photoresist Bake Effects 
 
 Baking a resist may have many purposes, from removing solvent to causing chemical 
amplification.  In addition to the intended results, baking may also cause numerous unintended outcomes.  
For example, the light sensitive component of the resist may decompose at temperatures typically used to 
remove solvent.  Baking a photoresist remains one of the most complicated and least understood steps in 
the lithographic process.  In this chapter, the impact of baking on thermal decomposition and diffusion of 
the photoactive material is considered.  The impact of baking on solvent diffusion is discussed in 
Chapters 6 and 7. 
 

A.  Prebake Thermal Decomposition 
 
 The purpose of a photoresist prebake (also called post apply bake) is to dry the resist after spin 
coating by removing solvent from the film.  However, as with most thermal processing steps, the bake has 
other effects on the photoresist.  When heated to temperatures above about 70ºC, the photoactive 
compound (PAC) of a diazo-type positive photoresist begins to decompose to a non-photosensitive 
product.  The initial reaction mechanism is thought to be identical to that of the PAC reaction during 
ultraviolet exposure [4.1-4.4]. 
 
 

 
SO2

R

∆

O
N2
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R

C=O

+   N2 X

 (4.1) 
 
 
The identity of the product X is discussed below. 
 
 To determine the concentration of PAC as a function of prebake time and temperature, consider 
the first order decomposition reaction, 
 
  (4.2) M ∆⎯ →⎯ X
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where M is the photoactive compound.  If we let M'o be the concentration of PAC before prebake and Mo 
the concentration of PAC after prebake, simple kinetics tells us that 
 

 
dM
dt

K Mo
T o= −  

 
 M M K to o T= ′ b−exp( )  
 
 ′ = −m KT bexp( )t  (4.3) 
 
where tb  =  bake time, 
 KT  =  decomposition rate constant at absolute temperature T, and 
 m'  =  Mo /M'o, the fraction of PAC remaining after the bake. 
 
The dependence of KT upon temperature may be described by the Arrhenius equation, 
 
 K A E RTT r a= −exp( / )  (4.4) 
 
where Ar  =  Arrhenius coefficient, 
 Ea  =  activation energy, and 
 R  =  universal gas constant. 
 
Thus, the two parameters Ea and Ar allow us to know m' as a function of the prebake conditions, provided 
Arrhenius behavior is followed.  In polymer systems, caution must be exercised since bake temperatures 
near the glass transition temperature sometimes leads to non-Arrhenius behavior.  For normal prebakes of 
typical photoresists, the Arrhenius model appears well founded. 
 
 The effect of this decomposition is a change in the chemical makeup of the photoresist.  Thus, 
any parameters which are dependent upon the quantitative composition of the resist are also dependent 
upon prebake.  The most important of these parameters fall into three categories: 1) optical (exposure) 
parameters such as the resist absorption coefficient, 2) diffusion parameters during post-exposure bake, 
and 3) development parameters such as the development rates of unexposed and completely exposed 
resist.  A technique is described to measure Ea and Ar and thus begin to quantify these effects of prebake. 
 
 In the model proposed by Dill et al. [4.5], the exposure of a positive photoresist can be 
characterized by the three parameters A, B, and C.  A and B are related to the optical absorption 
coefficient of the photoresist, α, and C is the overall rate constant of the exposure reaction.  More 
specifically, 
 
 α = Am + B 
 
 A  = (aM - aP)Mo (4.5) 
 
 B = aPMo + aRR + aSS 
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where aM  = molar absorption coefficient of the photoactive compound M, 
 aP   = molar absorption coefficient of the exposure product P, 
 aS   = molar absorption coefficient of the solvent S, 
 aR  = molar absorption coefficient of the resin R, 
 Mo  = the PAC concentration at the start of the exposure (i.e., after prebake), and 
 m  = M/Mo, the relative PAC concentration as a result of exposure. 
 
These expressions do not explicitly take into account the effects of prebake on the resist composition.  To 
do so, we can modify equation (4.5) to include absorption by the component X. 
 
 B  =  aPMo + aRR + aXX (4.6) 
 
where aX is the molar absorption coefficient of the decomposition product X (and the absorption term for 
the solvent has been neglected for simplicity).  The stoichiometry of the decomposition reaction gives 
 
 X  =  M'o - Mo (4.7) 
Thus, 
 
 B  =  aPMo + aRR + aX(M'o - Mo) (4.8) 
 
 Let us consider two cases of interest, no bake (NB) and full bake (FB).  When there is no prebake 
(meaning no decomposition), Mo = M'o and 
 
 ANB  =  (aM - aP)M'o 
 
 BNB  =  aPM'o + aRR (4.9) 
 
We shall define full bake as a prebake which decomposes all PAC.  Thus Mo = 0 and 
 
 AFB  =  0 
 
 BFB  =  aXM'o + aRR (4.10) 
 
Using these special cases in our general expressions for A and B, we can show explicitly how these two 
parameters vary with PAC decomposition: 
 
 A  =  ANBm' 
 
 B  =  BFB  -  (BFB -  BNB)m' (4.11) 
 
The A parameter decreases linearly as decomposition occurs, and B typically increases slightly. 
 
 The development rate is, of course, dependent on the concentration of PAC in the photoresist.  
However, the product X can also have a large effect on the development rate.  Several studies have been 
performed to determine the composition of the product X [4.2-4.4].  The results indicate that there are two 
possible products and the most common outcome of a prebake decomposition is a mixture of the two.  
The first product is formed via the reaction (4.12) and is identical to the product of UV exposure. 
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As can be seen, this reaction requires the presence of water.  A second reaction, which does not require 
water, is the esterification of the ketene with the resin. 
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 (4.13) 
 
 
Both possible products have a dramatic effect on dissolution rate.  The carboxylic acid is very soluble in 
developer and enhances dissolution.  The formation of carboxylic acid can be thought of as a blanket 
exposure of the resist.  The dissolution rate of unexposed resist (rmin) will increase due to the presence of 
the carboxylic acid.  The dissolution rate of fully exposed resist (rmax), however, will not be affected.  
Since the chemistry of the dissolution process is unchanged, the basic shape of the development rate 
function will also remain unchanged.   
 
 The ester, on the other hand, is very difficult to dissolve in aqueous solutions and thus retards the 
dissolution process.  It will have the effect of decreasing rmax, although the effects of ester formation on 
the full dissolution behavior of a resist are not well known. 
 
 If the two mechanisms given in equations (4.12) and (4.13) are taken into account, the rate 
equation (4.3) will become 
 

 dM
dt

k M k H O Mo
o= − −1 2 2[ ] o  (4.14) 

 
where k1 and k2 are the rate constants of equations (4.12) and (4.13), respectively.  For a given 
concentration of water in the resist film this reverts to equation (4.3) where 
 
 K k k H OT = +1 2 2[ ]  (4.15) 
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Thus, the relative importance of the two reactions will depend not only on the ratio of the rate constants 
but on the amount of water in the resist film.  The concentration of water is a function of atmospheric 
conditions during the bake and the past history of the resist coated wafer.  Further experimental 
measurements of development rate as a function of prebake temperature are needed to quantify these 
effects. 
 
 Examining equation (4.11), one can see that the parameter A can be used as a means of measuring 
m', the fraction of PAC remaining after prebake.  Thus, by measuring A as a function of prebake time and 
temperature, one can determine the activation energy and the corresponding Arrhenius coefficient for the 
proposed decomposition reaction.  Using the technique given by Dill et al. [4.5] and described in the 
previous chapter,  A, B and C can be easily determined by measuring the optical transmittance of a thin 
photoresist film on a glass substrate while the resist is being exposed. 
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Figure 4-1. Two transmittance curves for Kodak 820 resist at 365nm.  The curves are for a convection 

oven prebake of 30 minutes at the temperatures shown [4.6]. 
 
 
Examples of measured transmittance curves are given in Figure 4-1, where transmittance is plotted versus 
exposure dose.  The different curves represent different prebake temperatures.  For every curve, A, B, and 
C can be calculated.  Figure 4-2 shows the variation of the resist parameter A with prebake conditions.  
According to equations (4.3) and (4.11), this variation should take the form 
 

 
A

A
e

NB

K tT b= −  
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 ln A
A

K t
NB

T b
⎛
⎝
⎜

⎞
⎠
⎟ = −  (4.17) 

 
Thus, a plot of ln(A) versus bake time should give a straight line with a slope equal to -KT.  This plot is 
shown in Figure 4-3.  Knowing KT as a function of temperature, one can determine the activation energy 
and Arrhenius coefficient from equation (4.4).  One should note that the parameters ANB, BNB and BFB are 
wavelength dependent, but Ea and Ar are not. 
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Figure 4-2. The variation of the resist absorption parameter A with prebake time and temperature for 

Kodak 820 resist at 365nm [4.6]. 
 
 
 Figure 4-2 shows an anomaly in which there is a lag time before decomposition occurs.  This lag 
time is the time it took the wafer and wafer carrier to reach the temperature of the convection oven.  
Equation (4.3) can be modified to accommodate this phenomena, 
 

 ′ = − −m e K t tT b wup( )  (4.18) 
 

where twup is the warm up time.  A lag time of about 11 minutes was observed when convection oven 
baking a 1/4” thick glass substrate in a wafer carrier.  When a 60 mil glass wafer was used without a 
carrier, the warm-up time was under 5 minutes and could not be measured accurately in this experiment 
[4.6]. 
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Figure 4-3. Log plot of the resist absorption parameter A with prebake time and temperature for Kodak 

820 resist at 365 nm [4.6]. 
 
 
 Although all the data presented thus far has been for convection oven prebake, the above method 
of evaluating the effects of prebake can also be applied to hot-plate prebaking.  For the data presented in 
Figure 4-3, the activation energy is 30.3 Kcal/mol and the natural logarithm of the Arrhenius coefficient 
(in 1/minutes) is 35.3 [4.6].  Thus, a 100°C, 30 minute convection oven prebake would decompose 11% 
of the photoactive compound. 
 

B.  Post-Exposure Bake 
 
 Many attempts have been made to reduce the standing wave effect and thus increase linewidth 
control and resolution.  One particularly useful method is the post-exposure, pre-development bake as 
described by Walker [4.7].  A 100ºC oven bake for 10 minutes was found to reduce the standing wave 
ridges on a resist sidewall significantly.  This phenomenon can be explained quite simply as the diffusion 
of photoactive compound (PAC) in the resist during the high temperature bake.  A mathematical model 
which predicts the results of such a post-exposure bake (PEB) is described below. 
 
 In general, molecular diffusion is governed by Fick’s Second Law of Diffusion, which states (in 
one dimension) 
 

 2

2

t
CD

t
C AA

∂
∂

∂
∂

=  (4.19) 

 
where CA  =  concentration of species A 
 D  =  diffusion coefficient of A at some temperature T 
 t  =  time that the system is at temperature T. 
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Note that the diffusion coefficient is assumed to be independent of concentration here.  This differential 
equation can be solved given a set of boundary conditions and an initial distribution of A.  One possible 
initial condition is known as the impulse source.  At some point xo there are N moles of substance A and 
at all other points there is no A.  Thus, the concentration at xo is infinite.  Given this initial distribution of 
A, the solution to equation (4.19) is the Gaussian distribution function, 
 

 C x N eA
r( ) /= −

2 2
22 2

πσ
σ  (4.20) 

 
where tD2=σ ,  the diffusion length, and  r  =  x-xo. 
 
 In practice there are no impulse sources.  Instead, we can approximate  an  impulse source as 
having some concentration Co over some small distance ∆x centered at xo, with zero concentration outside 
of this range.  An approximate form of equation (4.20) is then 

 C x C x eA
o r( ) /≅ −∆

2 2
22 2

πσ
σ  (4.21) 

 
This solution is fairly accurate if ∆x < 3σ.  If there are two “impulse” sources located at x1 and x2, with 
initial concentrations C1 and C2 each over a range ∆x, the concentration of A at x after diffusion is 
 

 C x C e C eA
r r( ) /= +

⎡

⎣
⎢

⎤

⎦
⎥

− −1
2

2 2
2

2

2 2
1
2 2

2
2 2

πσ πσ
σ ∆x/ σ  (4.22) 

 
where r1 = x-x1  and   r2 = x-x2. 
 
If there are a number of sources equation (4.22) becomes 
 

 C x x C e
n

A
rn( ) /= −∑∆

2 2
22 2

πσ
σ

n  (4.23) 

 
Extending the analysis to a continuous initial distribution Co(x), equation (4.23) becomes 
 

 C x C x x e dxA o
x( ) ( ) /= − ′

−∞

∞
′− ′∫

1
2 2

22 2

πσ
σ  (4.24) 

 
where x’ is now the distance from the point x.  Equation (4.24) is simply the convolution of two 
functions. 
 
 C x C x f xA o( ) ( ) ( )= ∗  (4.25) 
 

where f x e x( ) /= −1
2 2

22 2

πσ
σ  
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This equation can now be made to accommodate two dimensional diffusion. 
 
 C x y C x y f x yA o( , ) ( , ) ( , )= ∗  (4.26) 
 

where f x y e r( , ) /= −1
2 2

22 2

πσ
σ  

 
 r x y= +2 2  
 
Three-dimensional diffusion can similarly be calculated. 
 
 We are now ready to apply equation (4.26) to the diffusion of PAC in a photoresist during a post-
exposure bake.  For a two-dimensional case, the PAC distribution after exposure can be described by 
m(x,z), where m is the relative PAC concentration.  According to equation (4.26) the relative PAC 
concentration after a post-exposure bake, m*(x,z), is given by 
 

 m x z m x x z z e dx dzr*( , ) ( , ) /= − ′ − ′
−∞

∞
− ′∫∫

1
2 2

22 2

πσ
σ ′ ′  (4.27) 

 
In evaluating equation (4.27) it is common to replace the integrals by summations over intervals ∆x and 
∆z.  In such a case, the restrictions that ∆x < 3σ and ∆z < 3σ will apply.  An alternative solution is to 
solve the diffusion equation (4.19) directly, for example using a finite difference approach.  The boundary 
conditions typically assume the wafer and air interfaces are impenetrable. 
 
 The diffusion model can now be used to simulate the effects of a post-exposure bake.  Using a 
full lithography simulation package, a simulated resist profile can be generated.  By including the model 
for a post-exposure bake, the profile can be generated showing how the standing wave effect is reduced 
(Figure 4-4).  The only parameter that needs to be specified in equation (4.27) is the diffusion length σ, or 
equivalently, the diffusion coefficient D and the bake time t.  In turn, D is a function of the bake 
temperature T and, of course, the resist system used.  Thus, if the functionality of D with temperature is 
known for a given resist system, a PEB of time t and temperature T can be modeled.  A general 
temperature dependence for the diffusivity D can be found using the Arrhenius equation (for temperature 
ranges which do not traverse the glass transition temperature). 
 
  (4.28) RTE

o
aeDD /−=

 
where Do  =  Arrhenius constant (units of nm2/s), 
 Ea  =  activation energy, 
 R  =  universal gas constant, and 
 T  =  temperature in Kelvin. 
 
Unfortunately, very little work has been done in measuring the diffusivity of photoactive compounds in 
photoresist.  From Walker’s work [4.7], one can estimate the values of Ea and Do to be about 35 Kcal/mol 
and 3.2×1021 nm2/s, respectively. 
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Figure 4-4.  Photoresist profile simulations as a function of the PEB diffusion length: (a) 20nm, (b) 40nm, 

and (c) 60nm. 
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Chapter 5 

Photoresist Development 
 
 An overall resist processing model requires a mathematical representation of the development 
process.  Many previous attempts have taken the form of empirical fits to development rate data as a 
function of exposure [5.1,5.2].  The models formulated below begin on a more fundamental level, with a 
postulated reaction mechanism which then leads to a development rate equation [5.3,5.4].  The rate 
constants involved can be determined by comparison with experimental data.  Deviations from the 
expected development rates have been reported under certain conditions at the surface of the resist.  This 
effect, called surface induction or surface inhibition, can be related empirically to the expected 
development rate, i.e., to the bulk development rate as predicted by a kinetic model. 
 
 Unfortunately, fundamental experimental evidence of the exact mechanism of photoresist 
development is lacking.  The models presented below are reasonable, and the resulting rate equations 
have been shown to describe actual development rates extremely well.  However, faith in the exact details 
of the mechanism is limited by this dearth of fundamental studies. 
 

A.  Kinetic Development Model 
 
 In order to derive an analytical development rate expression, a kinetic model of the development 
process will be used.  This approach involves proposing a reasonable mechanism for the development 
reaction and then applying standard kinetics to this mechanism in order to derive a rate equation.  We 
shall assume that the development of a diazo-type positive photoresist involves three processes:  diffusion 
of developer from the bulk solution to the surface of the resist, reaction of the developer with the resist, 
and diffusion of the product back into the solution.  For this analysis, we shall assume that the last step, 
diffusion of the dissolved resist into solution, occurs very quickly so that this step may be ignored.  Let us 
now look at the first two steps in the proposed mechanism.  The diffusion of developer to the resist 
surface can be described with the simple diffusion rate equation, given approximately by 
 
 ( )r k D DD D S= −  (5.1) 
 
where rD is the rate of diffusion of the developer to the resist surface, D is the bulk developer 
concentration, DS is the developer concentration at the resist surface, and kD is the rate constant. 
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 We shall now propose a mechanism for the reaction of developer with the resist.  The resist is 
composed of large macromolecules of resin R along with a photoactive compound M, which converts to 
product P upon exposure to UV light.  The resin is somewhat soluble in the developer solution, but the 
presence of the PAC (photoactive compound) acts as an inhibitor to dissolution, making the development 
rate very slow.  The product P, however, is very soluble in developer, enhancing the dissolution rate of 
the resin.  Let us assume that n molecules of product P react with the developer to dissolve a resin 
molecule.  The rate of the reaction is 
 
  (5.2) r k D PR R S

n=
 
where rR is the rate of reaction of the developer with the resist and kR is the rate constant.  (Note that the 
mechanism shown in equation (5.2) is the same as the “polyphotolysis” model described by Trefonas and 
Daniels [5.5].)  From the stoichiometry of the exposure reaction, 
 
 P M Mo= −  (5.3) 
 
where Mo is the initial PAC concentration (i.e., before exposure). 
 
 The two steps outlined above are in series, i.e., one reaction follows the other.  Thus, the two 
steps will come to a steady state such that 
 
 r rR D= r=  (5.4) 
 
Equating the rate equations, one can solve for DS and eliminate it from the overall rate equation, giving 
 

 r k k D P
k k P

D R
n

D R
n=

+
 (5.5) 

 
Using equation (5.3) and letting m = M/Mo,  the relative PAC concentration, equation (5.5) becomes 
 

 r k D m
k k M m

D
n

D R o
n=
−
+ −

( )
/ (

1
1 n)

 (5.6) 

 
 When m = 1 (resist unexposed), the rate is zero.  When m = 0 (resist completely exposed), the rate 
is equal to rmax where 
 

 r k D
k k M

D

D R o
nmax /

=
+1

 (5.7) 

 
If we define a constant a such that 
 
  (5.8) a k k MD R o

n= /
 
the rate equation becomes 
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 r r a m
a m

n

n=
+ −
+ −max

( )( )
( )
1 1

1
 (5.9) 

 
Note that the simplifying constant a describes the rate constant of diffusion relative to the surface reaction 
rate constant.  A large value of a will mean that diffusion is very fast, and thus less important, compared 
to the fastest surface reaction (for completely exposed resist). 
 
 There are three constants that must be determined experimentally, a, n, and rmax.  The constant a 
can be put in a more physically meaningful form as follows.  A characteristic of some experimental rate 
data is an inflection point in the rate curve at about m = 0.2-0.7.  The point of inflection can be calculated 
by letting 
 

 d r
dm

2

2 0=  

 
giving 
 

 ( )a n
n

mTH
n=

+
−

−
( )
( )

1
1

1  (5.10) 

 
where mTH is the value of m at the inflection point, called the threshold PAC concentration. 
 
 This model does not take into account the finite dissolution rate of unexposed resist (rmin).  One 
approach is simply to add this term to equation (5.9), giving 
 

 r r a m
a m

r
n

n=
+ −
+ −

+max min
( )( )

( )
1 1

1
 (5.11) 

 
This approach assumes that the mechanism of development of the unexposed resist is independent of the 
above-proposed development mechanism.  In other words, there is a finite dissolution of resist that occurs 
by a mechanism that is independent of the presence of exposed PAC.  Note that the addition of the rmin 
term means that the true maximum development rate is actually rmax + rmin.  In most cases rmax » rmin and 
the difference is negligible. 
 Consider the case when the diffusion rate constant is large compared to the surface reaction rate 
constant.  If a » 1, the development rate equation (5.11) will become 
 
  (5.12) r r m rn= − +max min( )1
 
The interpretation of a as a function of the threshold PAC concentration mTH given by equation (5.10) 
means that a very large a would correspond to a large negative value of mTH.  In other words, if the 
surface reaction is very slow compared to the mass transport of developer to the surface there will be no 
inflection point in the development rate data and equation (5.12) will apply.  It is quite apparent that 
equation (5.12) could be derived directly from equation (5.2) if the diffusion step were ignored. 
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Figure 5-1.  Development rate plot of the Original Mack model as a function of the dissolution selectivity 

parameter (rmax = 100 nm/s, rmin = 0.1 nm/s, mTH = 0.5, and n = 2, 4, 8, and 16). 
 
 
 Figure 5-1 shows some plots of the model of equation (5.11) for different values of n.  The 
behavior of the dissolution rate with increasing n values is to make the rate function more “selective” 
between resist exposed above mTH and resist exposed below mTH.  For this reason, n is called the 
dissolution selectivity parameter.  Also from this behavior, the interpretation of mTH as a “threshold” 
concentration becomes quite evident. 
 

B.  Enhanced Kinetic Development Model 
 
 The previous kinetic model is based on the principle of dissolution enhancement.  The carboxylic 
acid enhances the dissolution rate of the resin/PAC mixture.  In reality this is a simplification -- there are 
really two mechanisms at work.  The PAC acts to inhibit dissolution of the resin while the acid acts to 
enhance dissolution.  Thus, a development rate expression could reflect both of these mechanisms.  A 
new model, call the enhanced kinetic model, was proposed to include both effects [5.4]: 
 

 
n

l
inh

enh
sinre mk

mkrr
)( +1

)-1(+1  =  (5.13) 

 
where kenh is the rate constant for the enhancement mechanism, n is the enhancement reaction order, kinh is 
the rate constant for the inhibition mechanism, l is the inhibition reaction order, and rresin is the 
development rate of the resin alone.   
 
 For no exposure, m = 1 and the development rate is at its minimum.  From equation (5.13), 
 

 
inh

resin
min k+1

r  =r  (5.14) 

 
Similarly, when m = 0, corresponding to complete exposure, the development is at its maximum. 
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  (5.15) )k+(1  r=r enhresinmax

 
Thus, the development rate expression can be characterized by five parameters:  rmax, rmin, rresin, n, and l.   
 
 Obviously, the enhanced kinetic model for resist dissolution is a superset of the original kinetic 
model.  If the inhibition mechanism is not important, then kinh = 0.  For this case, equation (5.13) is 
identical to equation (5.12) when 
 
  (5.16) enh resinmax resinmin kr=r   ,r= r  
 
 The enhanced kinetic model of equation (5.13) assumes that mass transport of developer to the 
resist surface is not significant.  Of course, a simple diffusion of developer can be added to this 
mechanism as was done above with the original kinetic model.  Figure 5-2 shows several plots of the 
model of equation (5.13). 
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 (a) (b) 
Figure 5-2.  Plots of the Enhanced Mack development model for rmax = 100 nm/s, rresin = 10 nm/s, rmin = 

0.1 nm/s and (a) l = 9, and (b) n = 5. 
 
 

C.  Surface Inhibition 
 
 The kinetic models given above predict the development rate of the resist as a function of the 
photoactive compound concentration remaining after the resist has been exposed to UV light.  There are, 
however, other parameters that are known to affect the development rate, but which were not included in 
this model.  The most notable deviation from the kinetic theory is the surface inhibition effect.  The 
inhibition, or surface induction, effect is a decrease in the expected development rate at the surface of the 
resist [5.6-5.8].  Thus, this effect is a function of the depth into the resist and requires a new description of 
development rate. 
 
 Several factors have been found to contribute to the surface inhibition effect.  Baking of the 
photoresist can produce surface inhibition and two possible mechanisms are thought to be likely causes.  
One possibility is an oxidation of the resist at the resist surface, resulting in reduced development rate of 
the oxidized film [5.6-5.8].  Alternatively, the induction effect may be the result of reduced solvent 
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content near the resist surface, which also results from baking the resist [5.9].  Both mechanisms could be 
contributing to the surface inhibition.  Finally, surface inhibition can be induced with the use of 
surfactants in the developer. 
 
 An empirical model can be used to describe the positional dependence of the development rate.  
If we assume that the development rate near the surface of the resist exponentially approaches the bulk 
development rate, the rate as a function of depth, r(z), is 
 
 ( )( )r z r r eB o

z( ) /= − − −1 1 δ  (5.17) 

 
where rB is the bulk development rate as given by equation (5.11) or (5.13), ro is the development rate at 
the surface of the resist relative to rB, and δ is the depth of the surface inhibition layer.  In several resists, 
the induction effect has been found to take place over a depth of about 100 nm [5.6,5.8]. 
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Figure 5-3.  Example surface inhibition with ro = 0.1 and δ = 100 nm. 
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Chapter 6 

Solvent Diffusion Model 
 
 In order to simulate solvent evaporation during the baking of a photoresist, two things are 
required.  First, a model for how the diffusivity varies during the bake (that is, as a function of the 
changing photoresist film composition) must be established.  Second, a mathematical technique for 
solving the diffusion equation must be provided.  In this chapter, a historical review of the Fujita-
Doolittle equation for solvent diffusivity is given.  Then, modifications to this equation are proposed to 
improve its accuracy and dynamic range.  Finally, a numerical technique for solving the diffusion 
equation in the presence of time-evolving film thickness and properties is presented. 
 

A.  Doolittle’s Equation 
 
 The influence of temperature, molecular weight, and chemical composition on the physical and 
mechanical properties of polymers is a difficult but important topic of study.  Since the early 1950s the 
use of a “free-volume” description of physical relaxation phenomena in polymers and other materials has 
proven extremely useful.  Although the idea that the free, unoccupied volume in a liquid or solid greatly 
influences the physical properties of the material is quite old [6.1], it was first applied successfully by 
Arthur Doolittle in 1951 [6.2]. 
 
 Doolittle described the influence of temperature on the viscosity of a liquid in two steps:  the 
viscosity depends on the free volume in the liquid, and this free volume depends on temperature.  The 
fraction of the volume of a liquid which is free, that is, unoccupied by the molecules of the liquid, was 
expressed by Doolittle as 
 

 
V

VVv o
f

−
=  (6.1) 

 
where vf is the free volume fraction, V is the volume that a specified mass of the liquid occupies at some 
temperature T, and Vo is the volume occupied by the liquid extrapolated to zero absolute temperature 
assuming no phase change.  The assumption here is that the “liquid” extrapolated to absolute zero will 
contain no free volume and that the thermal expansion of the liquid is due completely to the creation of 
free volume.  Although the first assumption seems quite reasonable, the second is probably less accurate.  
Thermal expansion of the liquid will undoubtedly lead to free volume formation, but the increased 
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vibrations of the liquid molecules will also lead to an increased “occupied” volume, the volume that is 
occupied by the molecule to the exclusion of other molecules.  Doolittle’s free volume expression can be 
modified by multiplying by ζ, the fraction of the increased volume which is actually free.  Thus,  
 

 
V

VVv o
f

−
= ζ  (6.2) 

where the magnitude of ζ is for a liquid is probably close to unity, but for a solid could be considerably 
smaller.   
 
 [Note that other definitions of free volume can and have been used.  However, all definitions 
become the same for the condition of small free volume that is assumed in this work.  Thus, no effort will 
be made to explore the differences in the definitions of free volume.] 
 
 The difficulty in measuring the free volume is in determining the value of Vo.  Doolittle attempted 
this by measuring the density of a liquid as a function of temperature, fitting this data to an empirical 
equation, then extrapolating to zero temperature.  The resulting empirical equation was somewhat 
cumbersome and non-physical, but fit the data well: 
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where ρ is the density at temperature T, ρo is the density extrapolated to absolute zero, and K, n, T1, and 
T2 are empirically determined constants (about 0.1, 1.19, 364K, and 200K, respectively, for the liquid 
studied).  In addition, K was found to vary inversely with molecular weight for the simple hydrocarbon 
liquids studied.  Density can then be related to free volume using equation (6.2). 
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 With this empirically determined temperature dependence for the free volume of the liquid, 
Doolittle then showed that experimental viscosity data as a function of temperature behaved as 
 

  (6.5) fvBeA /=η
 
Where η is the viscosity and A and B are empirical constants.  Equation (6.5) was found to match the 
experimental data over a wider range of temperatures much better than any of the other empirical 
expressions in common use at the time, lending credence to this free volume interpretation.  
Unfortunately, Doolittle did not offer a physical explanation for the form of this equation.  Interestingly, 
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the experimental value of B obtained by Doolittle was very close to unity (0.9995) and the free volume of 
the liquid ranged from 0.22 to 0.68 over the temperatures studied. 
 

B.  Temperature Dependence of Free Volume 
 
 Others began applying the ideas of free volume to polymer systems.  Describing both viscosity 
and diffusion processes in polymers by the same mechanism, Bueche [6.3] calculated the probability that 
sufficient free volume would be available to allow movement of the polymer.  Relaxation processes (i.e., 
processes that are limited by the movement of the polymer) were thought to include such phenomenon as 
viscous flow and diffusion.  Thus, describing the rate at which a polymer moved was the first step in 
defining other relaxation rates.  Since the polymer segments are vibrating as a function of temperature, the 
volume occupied by the polymer will have a thermodynamically controlled probability distribution about 
the average volume per polymer segment.  If the volume occupied by the polymer segment exceeds some 
critical volume, the polymer segment can move or “jump” to a new configuration.  Thus, integrating the 
volume probability from this critical volume to infinity, the frequency of jumps can be determined.  In 
turn, the viscosity is almost completely controlled by this jump frequency.  By comparing this theory with 
experimental polymer viscosity data, the temperature dependence of the average volume of a polymer 
segment was deduced.  For temperatures above the glass transition temperature of the polymer, Bueche 
described the polymer volume by [6.3] 
 

 ( )( TVV Tg 211 )αα ++=  (6.6) 
 
where VTg is the volume at the glass transition temperature, α1 is the coefficient of thermal expansion of 
the solid-like polymer below the glass transition temperature, and α1 + α2 is the thermal expansion 
coefficient of the liquid-like polymer above the glass transition temperature.  This abrupt change in the 
coefficient of thermal expansion is considered one of the fundamental indicators of the glass transition 
phenomenon.  Both α1 and α2 typically have magnitudes on the order of 5×10-4 K-1 for most polymers.  
Unfortunately, Bueche’s theory was still not able to explain the success of Doolittle’s viscosity equation 
(6.5). 
 
 Fox and Flory measured the specific volume of polystyrene [6.4] and polyisobutylene [6.5] as a 
function of temperature for many molecular weights and found that equation (6.6) was quite adequate.  
Bueche [6.3] and Fox and Flory [6.4] went on to speculate that of the total volume expansion given by 
equation (6.6), only the α2 term resulted in the generation of free volume.  Essentially, they argued that ζ 
of equation (6.2) was very small for the solid-like behavior of the polymer, and the excess volume that 
comes from thermal expansion above the glass transition temperature is all free volume.  Thus,  
 

 ggf TTvv ≤= ,   

 ( ) gggf TTTTvv ≥−+= ,2α  (6.7) 
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where Tg is the glass transition temperature and vg is the fractional free volume at Tg.  Fox and Flory 
further showed that the specific volume of a polymer is independent of molecular weight below the glass 
the transition temperature [6.4].  Thus, one could conclude from this observation that vg is independent of 
molecular weight and is essentially the same for all polymers.  It should be noted, however, that all 
polymers studied by Fox and Flory were prepared in bulk under similar conditions.  It will be shown later 
that the initial preparation technique may significantly influence the value of vg. 
 
 The free volume approach to polymer properties was further advanced by Williams, Landel and 
Ferry.  They found empirically that all mechanical and electrical relaxation processes varied with 
temperature according to a simple, “universal” equation [6.6].  By combining equation (6.7) with 
Doolittle’s viscosity equation (6.5), the resulting equation matched the Williams, Landel, Ferry (WLF) 
empirical equation when vg = 0.025  and α2 = 4.8×10-4 K-1.  The equation matched experiment for a wide 
array of polymer systems over about a 100ºC temperature range beginning at the glass transition 
temperature.  The theoretical underpinnings of the WLF equations have been described extensively by 
Ferry [6.7]. 
 
 Cohen and Turnbull [6.8] succeeded in providing a theoretical explanation for Doolittle’s 
equation.  Expanding on the work of Bueche, they simplified the probability distribution of the volume 
occupied by a liquid molecule by assuming a simple, hard sphere description of the liquid.  For a liquid 
molecule occupying a fractional volume v* (= 1 – vf), the probability of finding a neighboring hole of size 
v* or larger that the liquid can move into is given by 
 

  (6.8) ff vvv eeevP //**)( γγγ −− ==
 
where γ is a statistical correction for overlapping free volume between adjacent molecules and is expected 
to be between 0.5 and 1.  The self diffusion coefficient of such a liquid is then simply proportional to this 
probability of an available space to move into, and the viscosity of the liquid would be inversely 
proportional to this probability.  Cohen and Turnbull’s simple hard sphere model of the motion of liquids 
became the first theory to predict Doolittle’s free volume equation (6.5).  As a reference point, simple 
liquids exhibit diffusion coefficients between 10-5 and 10-4 cm2/s (109 and 1010 nm2/s). 
 
 Another interesting aspect of the Cohen and Turnbull theory is their assumption that no energy is 
required for the liquid molecule to move into an adjacent hole.  Energy is used only in the creation of free 
volume.  Thus, according to this approach, the temperature dependence of diffusion comes only from the 
temperature dependence of the free volume.  In reality, it must take some energy for the liquid to 
overcome its attraction to its neighbors and move into the free volume.  The Cohen and Turnbull 
assumption, which is used throughout, is that this energy is small compared to the energy requirements of 
free volume generation.  In the context of solvent diffusion through a polymer, it is assumed that diffusion 
is limited by the availability of free volume so that the interaction of the solvent with the polymer is 
negligible. 
 

C.  Fujita’s Equation 
 
 The power of the free volume approach to relaxation mechanisms is that the fundamental 
relationship of the relaxation mechanism to free volume is independent of the mechanism by which free 
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volume changes.  Fujita, Kishimoto and Matsumoto [6.9] used this fact to expand the Doolittle and 
Cohen/Turnbull equations to include the effect of small amounts of solvent in the polymer.  Solvent 
dissolved in a polymer results in additional free volume which in turn increases diffusivity and decreases 
viscosity.  Fujita et al. modified the free volume equation (6.7) to include solvent content: 
 

 ( ) sggf TTvv φβα +−+= 2  (6.9) 
 
where φs is the fractional volume of solvent and β describes the fraction of this solvent volume which can 
be considered free.  Here, Tg is usually considered the glass transition temperature of the completely dry 
(no dissolved solvent) polymer.  For the polymethyl acrylate polymer and four different solvents studied 
by Fujita et al., β was found to be 0.19 [6.9]. 
 

D.  Modified Fujita-Doolittle Equation 
 
 The Fujita-Doolittle equation has been used extensively to characterize the change in solvent 
diffusivity with changing solvent concentration.  There are, however, constraints to this approach that 
have led some workers in this field to criticize its use and to look to alternate expressions.  In this section, 
I will address those criticisms and modify the Fujita-Doolittle equation for more general use. 
 
 An important point to consider is the temperature range over which equation (6.9) is valid.  
Equation (6.7) explicitly applies to temperatures above Tg.  Fujita and subsequent authors have simply 
assumed that equation (6.9) is also restricted in the same way, providing one of the main complaints of 
the application of the Fujita-Doolittle approach – its limited temperature range.  In reality, equation (6.9) 
can be applied to all temperatures which keep the free volume above vg.  In other words, whenever, vf > vg 
the polymer is in its rubbery state and changes in temperature cause linear changes in free volume.  When 
vf reaches vg, the free volume becomes “frozen” in the polymer and further reduction in temperature does 
not affect the free volume (or affects it only slightly).  Thus, equation (6.9) provides an implicit 
description of how solvent dissolved in the polymer plasticizes the polymer and lowers its actual glass 
transition temperature: 
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This new, interesting relationship will be used later to provide simple estimates of Tg (at φs = 0) and β/α2. 
 
 Vrentas, Duda and Ling [6.10] have pointed out that thermal expansion of the solvent also leads 
to free volume creation.  Thus, for a polymer-solvent system with volume fraction φp of polymer and φs of 
solvent (φp + φs ≈ 1, ignoring the small free volume),  
 

 ( )( ) ( )( )sgsspgpgpf TTTTvv ,2,2 −++−+= αβφαφ  (6.11) 
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where the p and s subscripts refer to the respective polymer and solvent properties.  Vrentas and Duda 
have used equation (6.11) to complain that the Fujita-Doolittle approach has too many adjustable 
parameters and thus other approaches (in particular, their own) should be used. 
 
 Fortunately, a simplification of equation (6.11) can be made.  First, the temperature Tg is 
essentially any convenient reference temperature for assuming a linear increase in free volume with 
temperature.  Thus, no loss in generality occurs when picking the same reference temperature for both 
polymer and solvent expansion.  Next, rearranging this equation, 
 

 ( ) ( ) βφαφ sggsf TTvv +−+−= 21  (6.12) 
 
where  ppss 222 αφαφα +=   is a volume fraction weighted average of the excess thermal expansion 
coefficients of the solvent and polymer.  However, the WLF equation implies a near-universal behavior of 
free volume temperature expansion with α2p ≈ α2s = α2 = 4.8×10-4 K-1.  If this is even close to true, the 
volume fraction weighted average α2 can be replaced by a constant value.  For example, if the actual 
values of α2p and α2s differ by a factor of 2, then the weighted average α2 will vary by only ±5% over a 
solvent volume fraction range from 0 to 0.2.  Equation (6.12) is a more accurate form of the Fujita free 
volume expression valid for higher concentrations of solvent, while still requiring the same number of 
parameters as the original free volume expression.  It can be thought of as accounting for the dilution of 
the polymer-induced free volume with the addition of solvent. 
 
 The final expression for free volume, equation (6.12), can now be combined with the Doolittle 
equation to give a modified Fujita-Doolittle equation for the diffusivity of a solvent in a polymer matrix 
as a function of temperature and solvent content. 
 

  (6.13) fvBeAD /−=
 
Letting Do be the minimum diffusivity, that is the diffusivity in the limit of no solvent content and T = Tg,  
 

  (6.14) gvB
o eAD /−=

 
Thus, equation (6.13) can be rearranged as 
 

   )/1/1( gf vvB
o eDD −−=

where ( ) ( ) βφαφ sggsf TTvv +−+−= 21  (6.15) 
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 For the experimental data that is used in this work, it will often be more convenient to describe 
the solvent content as a mass fraction rather than a volume fraction.  Letting x be the mass fraction, m the 
mass, V the volume and ρ the density,  
 

 ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−−≈

+
=

+
= 11

p

s
ss

p

s

ppss

ss

ps

s
s VV

V
mm

mx
ρ
ρφφ

ρ
ρ

ρρ
ρ

 (6.16) 

 
Thus, if either ρs is close to ρp, or φs is small, then the mass fraction of solvent can be approximated by 
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As an example, if the solvent density is 0.9 and the polymer density is 1.1, then less than a 5% error will 
be made by applying equation (6.17) up to a solvent fraction of 0.275.  Thus, equation (6.15) can be 
modified to use the mass fraction of solvent: 
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Equation (6.18) is the modified Fujita-Doolittle equation that is used in this work and is shown in Figure 
6-1 for typical parameters.   
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Figure 6-1. Plot of the modified Fujita-Doolittle equation for A = 1.10X1010 nm2/s, B = 0.737, β´ = 0.351, 

vg = 0.0335, α2 = 8.68X10-4, Tg = 110.5ºC, evaluated at a temperature of 105ºC.  Below xs = 
0.02, the polymer becomes glassy and the diffusivity remains constant. 

 
 

E.  Estimating Parameters in the Modified Fujita-Doolittle Equation 
 
 Based on previous work, the order of magnitude for each of the terms in equation (6.18) is 
known.  Doolittle [6.2] and Williams, Landel and Ferry [6.6] found B to be approximately 1.0, while 
Fujita et al. [6.9] found B = 0.73.  Cohen and Turnbull [6.8] limit B to be between 0.5 and 1 (their so-
called geometric factor).  The WLF equation predicts vg = 0.025 and α2 = 4.8×10-4 K-1 [6.6], but further 
work by Ferry [6.7] found values of vg/B between 0.013 and 0.07, with most of the data between 0.02 and 
0.035, and values of α2 between 1 and 11×10-4 K-1, with most data between 3 and 5×10-4 K-1.  Fox and 
Flory [6.4] found α2 = 3×10-4 K-1.  Fujita found β to be 0.19, and in any case it must be ≤ 1.0.  The value 
of β´ should be similar. 
 
 Equation (6.10) describing the plasticizing effects of solvent on the polymer can be used to 
provide estimates of Tg (at φs = 0) and β/α2.  When baking a thin film of polymer to drive out solvents, if 
the bake time is of the same order as typical Tg measurements (i.e., on the order of tens of minutes to an 
hour), the final film will reach that non-equilibrium state where further relaxation (diffusion of solvent) is 
very slow.  In other words, the Tg of the resulting film will be equal to the bake temperature.  If the final 
average solvent content of the film can be measured for different bake temperatures Tb, estimates of Tg (at 
xs = 0) and β′/α2 – vg can be made from 
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Further, since the thickness of the final film is approximately linear with  xs,avg, a plot of thickness versus 
bake temperature will give 
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F.  Solving the Diffusion Equation 
 
 One can predict the solvent content in a photoresist after a post apply bake by solving the 
standard diffusion equation in one dimension: 
 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

z
CD

zt
C ss

∂
∂

∂
∂

∂
∂

 (6.21) 

 
where Cs is the concentration of solvent and D is the diffusivity of solvent in photoresist.  Solving this 
equation requires a number of things:  two boundary conditions, one initial condition, and a knowledge of 
the diffusivity as a function of position and time. 
 
 The initial condition is the initial solvent distribution within the film, Cs(z,0) and, implicitly, the 
initial film thickness.  When fitting the quartz crystal microbalance (QCM) desorption experimental data 
in Chapter 7, the initial condition will simply be a uniform solvent concentration.  The two boundary 
conditions are at the top and bottom surface of the photoresist film.  The boundary at the substrate surface 
is assumed to be impermeable, giving a boundary condition of no diffusion into the substrate.  The 
boundary condition at the top of the wafer will depend on the diffusion of evaporated solvent in the 
atmosphere above the wafer.  In general, one can assume that the diffusivity of solvent in air is 
significantly higher than in resist.  Thus, if the volume of air above the wafer (or the air flow rate) is 
sufficiently large, solvent which escapes the resist surface will immediately dissipate into the 
environment, leaving an atmospheric solvent concentration at the top of the photoresist film of zero.  For 
the desorption experiments carried out in a vacuum as described in Chapter 7, this assumption is certainly 
true.  This is equivalent to saying that the diffusion process is controlled by internal resistance within the 
film, rather than by the rate of evaporation.  This boundary condition is quite reasonable as long as the 
sample is not in a small closed container with limited airflow.   
 
 The solution of equation (6.21) can now be performed if the diffusivity of the solvent in the 
photoresist is known.  Unfortunately, this solution is complicated by two very important factors:  the 
diffusivity is a strong function of temperature and of solvent concentration.  The temperature and 
concentration dependence of diffusivity is described with the modified Fujita-Doolittle expression (6.18).  
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Since the solvent concentration is time and position dependent, the diffusivity in equation (6.21) must be 
determined as a part of the solution of equation (6.21) by an iterative method. 
 
 One of the most common iterative approaches to solving the diffusion equation is the finite 
difference time domain (FDTD) method [6.11].  In this technique, the differential equation (6.21) is 
replaced by a difference equation.  Beginning with the initial condition Cs(z,0), the difference equation is 
used to calculate the spatial distribution of solvent after some small time step ∆t.  At each time step, the 
new solvent distribution results in a new diffusivity of the solvent as given by the modified Fujita-
Doolittle equation.  Marching through time until the end of the bake, the final solvent distribution is 
determined. 
 
 One important consideration in the FDTD approach is the convergence criterion.  In order for this 
iterative method to converge properly to the correct solution, certain stability requirements are placed on 
the choice of the spatial and temporal increments of the iterations.  Let us define the incremental diffusion 
length as the average distance a molecule of solvent diffuses in one iterative time step: 
 
 tD∆=∆ 2σ  (6.22) 
 
The convergence requirement is that the spatial increment ∆z must be less than or equal to about 3∆σ.  
Thus, given a spatial increment chosen to provide the desired resolution in the final solvent distribution, 
the time increment can be chosen by 
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 The FDTD solution is complicated considerably by the fact that solvent evaporation changes the 
thickness of the film.  If the film is initially broken up into uniform increments of thickness ∆z, each 
incremental thickness will contain the same amount of solvent.  Over time, however, solvent evaporation 
will change the solvent content of each thickness increment differently.  As a result, the thickness of each 
increment will evolve with time.  To compute this changing increment thickness, some basic relationships 
can be used.  The concentration of solvent is related to the weight fraction solvent by 
 
 filmss xC ρ=  (6.24) 
 
where ρfilm is the overall density of the thickness increment in question.  The film density is assumed to 
obey a linear mixing rule of volumes: 
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 The change in thickness with changing solvent content can be determined by realizing that the 
mass of polymer (mp) in each thickness increment does not change.  Using the subscript i to denote the 
initial condition, 
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 ( )isifilmip xzm ,, 1−∆= ρ  (6.26) 
 
Then, at any time increment the current thickness increment will be 
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 The final FDTD solution uses the following calculations:  1) For the current time step and current 
Cs, calculate ρfilm and xs and ∆z for every thickness increment using equations (6.24), (6.25), and (6.27) 
and calculate the solvent diffusivity for each thickness increment using the modified Fujita-Doolittle 
equation (6.18).  2) Determine the required time increment from the convergence criterion (6.23) using 
the maximum diffusivity within the film.  3) Using these values for ∆t, ∆z and D, apply the FDTD update 
equations to get the value of Cs at the next time increment. 
 
 In the next chapter, this solution approach is used to match the solvent diffusion model to 
experimental data. 
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Chapter 7 

Comparison of Solvent Diffusion Model 
to Measurements 

 
 Comparison of a model to experiment can be used to both confirm the validity of the model and 
to extract the necessary modeling parameters.  For the case of solvent diffusion modeling, experimental 
measurement of the amount of solvent remaining in a photoresist film as a function of bake time and 
temperature is required.  Two separate techniques have been used to measure the amount of residual 
casting solvent in a photoresist:  the quartz crystal microbalance (QCM) [7.1] and liquid scintillation 
counting (LSC) of radio-labeled solvent [7.2].  Matching of this data to the model proposed in Chapter 6 
will provide valuable insight into the solvent diffusion process and allow extraction of the model 
parameters for the photoresist studied. 
 

A.  Quartz Crystal Microbalance 
 
 One of the most common techniques for measuring solvent diffusion in polymers is to weigh a 
sample of the polymer as solvent diffuses out, then solve the diffusion equation for the boundary 
conditions of the experiment and extract the diffusivity by a fit of this solution to the data [7.3].  Although 
large bulk samples of polymer allow the use of conventional mass measurements, diffusion through thin 
films requires special techniques for measurement of the small mass changes involved. 
 
 The piezoelectric property of crystalline quartz allows this material to be used as an 
electromechanical transducer and as a highly stable oscillator for frequency control.  A quartz crystal 
oscillator can also be used as a sensing device for measuring the thickness of thin films deposited on the 
quartz, since a shift in resonant frequency is proportional to the deposited mass [7.4]: 
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where ∆f is the frequency change, fo the resonant frequency of the resonator before this change (nominally 
6 MHz), ∆m the change in mass, A the piezoelectrically active area (1.04 ± 0.02 cm2), ρQ the density of 
the quartz (2.648 g/cm3), and µQ the shear modulus of AT-cut quartz (2.947 x 1011 dyne/cm2). 
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 One of the most attractive features of a quartz crystal microbalance (QCM) is that the frequency 
can be precisely measured to 1 part in 1010, resulting in very precise measurements of the change in mass.  
For our purposes, the adsorption or desorption of solvent from a photoresist film coated on a QCM can be 
measured as a change in mass of the film. 
 
 Experiments were performed by means of an apparatus that is shown in Figure 7-1 [7.1].  The 
photoresist chosen for study was AZ9100 (Clariant Corp., Somerville, NJ), which uses a solvent of 
propyleneglycol methyl ether acetate (PGMEA) at about 38 wt% solids.  The PGMEA has a density of 
0.966 g/ml and the dry photoresist has a density of about 1.1 g/ml.  Quartz crystals with polished gold 
electrodes were coated with the resist film by spin coating at 2500 RPM for 30 seconds and hotplate 
baking at 90°C for 90 seconds, resulting in about 4.5 µm thick films. 
 
 The resist coated crystals were inserted into the crystal holder and vacuum was applied until there 
was no measurable change in the frequency, indicating a stable film.  The entire system was maintained at 
a constant temperature of 50, 70, 90 or 100°C ± 0.3°C by circulating a water/ethylene glycol mixture 
through the double-walled sample chamber and the water lines that lead to the crystal holder. The portion 
of the apparatus that was not heated by the circulating fluid was maintained at a constant temperature 
through the use of heating tape and insulation.  Solvent, which is maintained at the same constant 
temperature by another heating bath, was then introduced into the chamber, and solvent uptake was 
observed by monitoring the decrease in crystal frequency, indicating an increase in mass.  Once the 
absorption of solvent by the film was complete (indicated by a constant crystal frequency, typically after 
about 10 minutes of exposure to the vapor), the solvent supply was closed, the system evacuated and a 
desorption run was carried out.  Thus, the measured output for the desorption experiment was the mass of 
the film as a function of time, giving a direct measurement of the amount of solvent diffusing out of the 
film. 
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Figure 7-1. Quartz Crystal Microbalance (QCM) in an environmentally controlled chamber was used to 

measure the diffusion of solvents in a photoresist film [7.1]. 
 
 
 Figure 7-2 shows an example of the output produced by this experiment.  The mass loss of the 
film at time t, given by Mt, is shown relative the final mass loss at the end of the experiment, designated 
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as M∞.  Although only the first 10,000 seconds (2.78 hours) of data are shown in Figure 7-2, data 
collection continued for a total of 14.4 hours at 90ºC, 50.5 hours at 70ºC, and for 65.9 hours at 50ºC.  The 
kinetics of thermal decomposition of the photoactive compound used for this resist are known to produce 
insignificant amounts of decomposition for the times and temperatures used in this study.  Thus, it was 
assumed that all of the mass loss measured could be attributed to loss of solvent. 
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Figure 7-2. Solvent desorption from an AZ9100 resist film at 50, 70 and 90°C, represented as a 

fractional weight loss (Mt /M∞) [7.5].   
 
 

B.  Liquid Scintillation Counting 
 
 The total amount of residual casting solvent in a resist film after post apply bake (PAB) can be 
measured by scintillation counting of a radio-labeled solvent [7.2].  This method provides the most direct 
means of determining solvent content in resist films.  For this study, the solvent was radio-labeled with 
14C and the radioactivity of the solvent and resist film was analyzed using a Beckman 1801 liquid 
scintillation counter and Fisher ScintiVerse II scintillation cocktail. 
 
 Radio-labeled solvent was first used to calibrate the QCM measurements described above.  For 
each temperature studied, resist laced with the radio-labeled solvent was coated on a quartz crystal and 
subjected to the desorption experiment in the QCM apparatus.  The crystal was then removed and the 
final weight percent of solvent remaining was determined by liquid scintillation counting (LSC) [7.6].  
The results are shown in Table 7-1. Once an absolute value for the final solvent content was determined, 
the initial solvent content was calculated using the data from Figure 7-2 and equation (7.1).  In addition, 
final resist thickness was measured using a reflectance spectrophotometer (using Cauchy coefficients of 
the refractive index measured for each sample with a spectroscopic ellipsometer).  These results are also 
given in Table 7-1.  From the data in this table, and using equations (6.25) and (6.27), the initial film 
thickness was estimated to be 6.67, 6.90, and 6.58 ± 0.17 µm for the 50, 70 and 90 ºC trials, respectively. 
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Table 7-1:  Measured final solvent content and film thickness 

for the data shown in Figure 7-2. 

Temperature 

(ºC) 

Initial Solvent 

(wt%) 

Final Solvent 

(wt%) 

Final Thickness 

(microns) 

50 38.3 ± 1.0 16.7 ± 0.3 4.80 ± 0.02 

70 37.3 ± 1.0 12.8 ± 0.3 4.80 ± 0.02 

90 36.0 ± 0.8 9.0 ± 0.3 4.46 ± 0.02 

 
 
 In a second experiment, resist solutions were spin coated on 4 inch silicon wafers, varying the 
spin speed for each baking temperature to produce film thicknesses close to 4.5µm.  Several different 
baking times were used at each hotplate PAB temperature of 90°C, 105°C, and 115°C ± 0.5°C (the 
recommended PAB temperatures for this resist are between 105 and 115°C).  Exactly 2 minutes after 
finishing the PAB, the film was dissolved with 5 mL of non-radio-labeled casting solvent and then 14 mL 
of scintillation cocktail.  During this 2 minute delay period the films were cooled for 15 seconds, the 
thickness was measured, and the coated wafer was weighed.  Figure 7-3 shows the results of this 
experiment.  The error in the LSC measurements was estimated to be ±0.3 wt%. 
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Figure 7-3. Measured weight percent solvent in resist (coated on a silicon wafer) after post apply bake 

as a function of PAB time and temperature [7.2]. 
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C.  Comparison of Diffusion Model to QCM Data 
 
 The modified Fujita-Doolittle model proposed in Chapter 6 was implemented in a software 
program using the finite difference time domain approach with variable grid spacing.  The unknown 
parameters of equation (6.18) were adjusted to obtain the best match of the model to the experimental 
QCM measurements.  The initial conditions were taken to be a thickness of 6.7µm and 37wt% solvent for 
all temperatures.  Figure 7-4 shows the results of this effort, the three graphs representing three different 
time scales.  As can be seen, excellent agreement is seen for the 90ºC and 100ºC data over all time scales, 
with the match getting worse as the temperature is lowered.   
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(b) 
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(c) 

Figure 7-4. Comparison of the diffusion model with QCM data [7.5], plotted on (a) long, (b) moderate 
and (c) short time scales to better show the nature of the match. 

 
 
 The 70ºC temperature data matches well over the long time scale, but less well for the shorter 
times.  The 50ºC temperature data shows significant deviation from the model, but since this temperature 
is far outside the useful range of post apply bake temperatures, this deviation was not considered 
important.  It is also important to note that range of times shown in these figures is quite large.  It is a very 
strict test of the model to match the experimental data over short, moderate and long time scales 
simultaneously. 
 

D.  Comparison of Diffusion Model to LSC Data 
 
 The situation is more complicated when trying to match the spin coat liquid scintillation counting 
(LSC) data of Figure 7-3 as well as the QCM data using the same parameter set.  The difference between 
the two data sets lies in their initial conditions.  The QCM films were spin coated, but then were kept at 
the elevated bake temperature while solvent saturated the film (the saturation bake).  As a result, the 
initial condition is a simple uniform solvent distribution.  Further, the saturation bake anneals the polymer 
film, allow some portion of the free volume generated by the high-stress spin coat process to be relaxed.  
Thus, the LSC process differs from the QCM process in two ways:  a different initial solvent distribution 
and a different value of vg.   
 
 The solvent model can be used to examine the impact of different initial conditions.  After 
extensive simulations a very interesting trend emerged.  Any combination of initial resist thickness and 
initial solvent content that produced a certain final resist thickness always resulted in essentially the same 
solvent distribution in the resist.  Thus, by matching the initial conditions to provide the desired final 
resist thickness, a unique solvent distribution result is insured.  In the case of the LSC data, the spin speed 
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during coating was adjusted for each bake temperature.  Thus, the initial resist thickness/initial solvent 
content would be different for each bake.  To determine the required initial conditions, the calculated final 
resist thickness was compared to the measured final resist thickness.  As shown in Figure 7-5, good 
correlation was obtained by assuming an initial solvent content of 30 wt% and initial resist thicknesses of 
5.55, 6.00 and 6.32 µm for the 90, 105, and 115°C bake conditions, respectively. 
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Figure 7-5. Comparison of the diffusion model (lines) with resist thickness data (symbols) in order to 
determine the spin coat initial conditions. 

 
 
 Further attempts to match the experimental data were made by allowing only vg to vary between 
the QCM and LSC data sets.  The results are shown in Figures 7-6 and 7-7, using the parameters in Table 
7-2.  As can be seen, the model still fits well to the QCM data at 90°C and 100°C, but the fit to the lower 
temperature data has worsened.  The fit to the LSC data is good at all temperatures. 
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(b) 

Figure 7-6. Comparison of the diffusion model with QCM data [7.5], plotted on (a) long and (b) moderate 
time scales. 
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Figure 7-7. Comparison of the diffusion model (lines) with LSC data (symbols) [7.6]. 
 
 

Table 7-2:  Best fit model parameters for the data in Figures 7-2 and 7-3. 

Parameter Best Fit Value Parameter Uncertainty 
(100 sec fit) 

Parameter Uncertainty 
(10,000 sec fit) 

B 0.737 ±0.005 ±0.010 

β′ 0.351 ±0.004 ±0.004 

vg (QCM) 0.0289 ±0.0001 ±0.0002 

vg (Spin Coat) 0.0335 ±0.0001 ±0.0002 

α2 (1/K) 8.7E-04 ±0.3E-04 ±0.2E-04 

Tg (°C) 110.5 ±0.7 ±0.5 

A (nm2/s) 1.15E+10 ±0.12E+10 ±0.15E+10 

 
 
 Errors in the values of the parameters extracted from the data in general arise from two sources:  
the goodness of the fit and the errors intrinsic to the raw data.  In the case of the LSC data and the 90 and 
100ºC QCM data, the errors due to the goodness of fit (or the lack thereof) are small compared to the 
errors in the data itself.  All of the data, even the QCM data, is limited by the accuracy of the LSC 
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calibration, estimated to be ±3%.  Thus, the uncertainty in the values of the extracted parameters can be 
estimated by assuming the raw data exhibits a ±3% uncertainty.   
 
 Two error estimates were obtained based on the uncertainty in the QCM data.  The first estimate 
was made by fitting only the first 100 seconds of the QCM data and the second estimate used a fit to the 
500 - 10,000 second range of the data.  The error estimates were obtained by finding the range of each 
parameter that kept the fit within ±3% of the data.  Then, assuming independence of error sources, the 
resulting range of each parameter was divided by √6, corresponding to the six parameters.  The results are 
presented in Table 7-2.  As can be seen, some parameters have more or less sensitivity for the short time 
versus the long time results.  The uncertainty for each parameter over the entire range of time can be 
estimated as the minimum value of the two uncertainties from Table 7-2. 
 

E.  Using the Model 
 
 The modified Fujita-Doolittle model proposed in Chapter 6 has been compared to quartz crystal 
microbalance and radio labeled liquid scintillation counting data for a commercial novolac-based 
photoresist.  The results show that the model can accurately predict the resist thickness and solvent 
distribution at the end of a post apply bake as a function of bake conditions over a wide range of bake 
temperatures and times. 
 
 One important consequence of such a calibrated solvent diffusion model is the ability to predict 
the solvent distribution as a function of depth into the photoresist (Figure 7-8).  Such results can be useful 
when predicting various resist properties that are a function of solvent content, such as acid diffusivity in 
a chemically amplified resist or resist dissolution rate.  Of course, such solvent distribution plots can be 
generated for a wide variety of post apply bake times and temperatures. 
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Figure 7-8. Prediction of the solvent distribution within the photoresist after a 60 second, 105°C post 

apply bake. 
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Chapter 8 

Summary and Conclusions 
 
 The importance of optical lithography to semiconductor technology has resulted in significant 
work over the last 30 years devoted to studying the fundamental underlying physical and chemical 
mechanisms of the lithography process.  Simulation is one embodiment of this knowledge where the 
physical and kinetic equations of imaging, diffusion, and chemistry are coded in software.  Proper 
application of such models to real lithographic problems requires three things:  an accurate description of 
the underlying physical principles in a mathematical form, a numerical approach to solving these 
equations, and numerical values for the physical and chemical parameters used by the model. 
 
 Of all the technology areas currently implemented in lithographic modeling software, by far the 
weakest area is the modeling of the post apply bake step.  This step in the lithographic process is meant to 
drive off residual casting solvent left from the photoresist spin coat step and make the film dry and stable 
for subsequent patterning.  The properties of the remaining film are critical to the performance of the 
resist.  In particular, the solvent remaining in the film after the post apply bake can affect the diffusion of 
resist components during the post exposure bake and the dissolution rate of the photoresist during 
development.  Thus, an accurate prediction of the solvent distribution from the top to the bottom of the 
resist film is necessary for accurate modeling of subsequent process steps.  Also, the ability to predict 
how this solvent distribution changes with post apply bake conditions would be of great value. 
 
 The goal of this work is to create a model of the lithographic post apply bake process in order to 
accurately predict the solvent distribution within the photoresist film as a function of bake conditions.  
Three major accomplishments have been made toward this goal:  1)  A new model of solvent diffusivity 
as a function of bake temperature and solvent concentration has been developed;  2)  A numerical 
calculation algorithm employing a dynamically changing grid has been used to solve the diffusion 
equation;   3)  The resulting model has been calibrated using a commercial resist process and the 
necessary parameters for accurate simulation have been extracted. 
 
 The first accomplishment of this work is the establishment of a new, more accurate model for the 
temperature and concentration dependence of the solvent diffusivity.  Although the Fujita-Doolittle model 
for solvent diffusivity has been used extensively over the years, it is limited in its range of applicable 
temperatures and concentrations.  Theoretical analysis of the derivation of the Fujita-Doolittle equation 
has shown that a proper understanding of the application of the model allows its use over an extended 
temperature range, including temperatures below the glass transition temperature of the polymer.  A 
modification to the Fujita-Doolittle equation was then made that extends its applicability to higher solvent 
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concentrations.  The resulting modified Fujita-Doolittle equation can be applied over a wide enough range 
of temperatures and solvent content to make this model applicable to solvent diffusion during post apply 
bake. 
 
 The second accomplishment of this work is the variable grid finite difference time domain 
(FDTD) solution to the diffusion equation.  As solvent diffuses out of the thin photoresist film, the film 
densifies and shrinks.  Any spatial grid used for the FDTD computation will then change with time.  An 
approach was devised based on calculation cells of constant polymer content.  As solvent diffuses out of a 
given cell, the cell shrinks in thickness.  Thus, the grid can be recomputed for each time step in the FDTD 
calculation.  The result is a robust software program that quickly and accurately solves the diffusion 
equation under the highly dynamic conditions involved in solvent diffusion and evaporation during post 
apply bake. 
 
 The third accomplishment of this work is the calibration of the model for an example photoresist 
system.  Using a commercial novolac-based resist with PGMEA solvent, solvent content measured with a 
quartz crystal microbalance (QCM) and with liquid scintillation counting (LSC) of radio-labeled solvent 
was used to calibrate the model.  Resist thickness data provided the information required to establish the 
initial conditions of the diffusion simulations.  Solvent content as a function of time and temperature of 
the bake was used to calibrate the modified Fujita-Doolittle parameters.  The resulting calibrated model 
accurately reproduced the experimental data over a 30ºC range of bake temperatures and over three orders 
of magnitude of bake time.  One parameter in particular, the dry polymer free volume vg, was found to be 
sensitive to the method of film preparation.  The high stress conditions of spin coating result in higher 
amounts of free volume “frozen” into the polymer. 
 
 The result of this work, a physically-based, calibrated model of solvent diffusion during post 
apply bake, can now be applied to a wide range of lithographic problems.  The solvent distribution within 
the photoresist is thought to affect the diffusion, and thus amplification, of acid during the post exposure 
bake of chemically amplified resists.  Solvent content also affects dissolution rate and could explain one 
source of surface inhibition during development.  In such cases, the availability of an accurate model for 
solvent diffusion is a necessary prerequisite for further work. 
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